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Preface

Recently, there has been an increasing interest in the intersection of Theory of Mind (ToM) and
artificial intelligence (AI). The ability to attribute mental states—such as beliefs, intentions, desires,
and emotions—to oneself and others, is essential for predicting behavior. Thus ToM principles are
crucial to enable better interpretation and response to human actions and intentions as AI systems
evolve towards greater interactivity. The purpose of this volume is to provide an open access and
curated anthology for the ToM and AI research community.

The first Theory of Mind for AI (ToM4AI) workshop took place on March 3, 2025, as part of
the AAAI workshop series. It was an epic gathering of researchers from diverse fields, ranging from
psychology, cognitive science, neuroscience, robotics, and AI, to explore the implications of ToM
in developing advanced AI systems. The workshop facilitated discussions between theory-driven
cognitive science and practical AI applications, fostering a multidisciplinary dialogue on the role of
ToM in AI.

The workshop activities were designed around four keynote talks that covered different aspects
by internationally recognized leaders in the field, who discussed Theory of Mind from multiple
disciplines: Psychology, cognitive science, and AI. These four keynote speakers were selected to
represent diverse perspectives, in order to ensure a comprehensive and holistic exploration of the
workshop’s theme:

• Rebbeca Saxe, Professor, Department of Brain and Cognitive Sciences, MIT. Prof. Saxe’s
talk was on “What is Theory of Mind, and how would you know if a system had one?”

• Harmen de Weerd, Professor, University of Groningen. Prof. de Weerd’s talk was on ‘How
is higher-order theory of mind reasoning beneficial in negotiations?”

• Sheila McIlraith, Professor, Department of Computer Science, Toronto University. Prof.
McIlraith’s talk was on “Purposeful Theory of Mind”.

• Joshua Tenenbaum, Professor, Department of Brain and Cognitive Sciences, MIT. Prof.
Tenenbaum’s talk was on “Engineering and reverse-engineering theories of mind for human
and cooperative AI agents”.

Having over 50 paper submissions and more than 150 attendees, the workshop held 4 poster
sessions throughout the day. Accepted papers are collected in this indexed volume. Additional
information about the workshop, schedule, and talks, can be found on the workshop website: https:

//sites.google.com/view/theory-of-mind-aaai-2025/

The review process for selecting the papers was double-blind and could not have been done
successfully without the help of our excellent team of reviewers, namely: Debora C. Engelman, Ben
Nageris, Svetlana Paster, Ram Rachum, Matan Shamir, Jazon Szabo, Tom Eliassy and Omer Ben
Haim.
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EditorsŠ Note

Joe M. Barnby1,2,3, Nitay Alon4,5, Reuth Mirsky6, and
Stefan Sarkadi2

1Edith Cowen University
2KingŠs College London

3University of Western Australia
4The Hebrew University of Jerusalem
5Max Planck Institute for Cybernetics

6Tufts University

ArtiĄcial Intelligence (AI) evolves at blistering speeds, orders of mag-
nitude faster than biological systems, and leaves a host of new capa-
bilities that scientists struggle to interpret. Despite this, and unlike
biological systems, AI holds a fraction of the efficiency, generality, and
complexity of the human brain. The speed of development of AI creates
a vacuum between technical accomplishments and cognitive science,
both in how this new technology reĆects on general principles of cog-
nition, and vice versa. This a challenge for scientiĄc and commercial
success, but it also has grave climate implications as armies of servers
chew through energy.

There are upsides to be gained from reaching across the aisle to Ąll
the void. None more so than that of understanding how an AI may
come to know and interact with humans. Humans interact effortlessly
and intuitively, yet despite scaling AI to unwieldy proportions, typical
AIs still operate in the uncanny valley of social response. If AI is to
help us as a tool and solve use-cases that help innovate business its
behaviour must be ergonomic, seamless, and trustworthy. In cognitive
science, and now computer science, a core faculty that humans use to
cooperate, compete, observe, and learn together is Theory of Mind, or
Mentalising.

Our workshop took the Ąrst steps in a long road to leverage knowl-
edge from theoretical and computational communities to beneĄt social
interaction within and across biological and synthetic organisms. Par-
ticipants had the chance to dip into key questions that plague computer
and cognitive scientists alike and attempt to craft a path forward that
can save time, money, and resources.

These issues are not trivial. While the progress made by commer-
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cial solutions in AI feels rapid, cursory interaction with common APIs
reveals its deep Ćaws with intuition, context, and abstract thinking.
Our workshop highlighted some core questions to make headway in this
area. How do we appropriately measure Theory of Mind in current AIs?
What are the advantages and disadvantages of creating a highly sophis-
ticated and embodied synthetic agent which can both cooperate and
compete with humans? What do these say about cognitive complexity
in general, and what principles instantiated in synthetic systems may
help us reveal how the brain deals with such complexity?

Our understanding of the territory is only as good as our map. In our
rich social lives, our mental maps are fuzzy at best, and there is rarely
a correct answer. Embracing this uncertainty is an opportunity, and
with careful communication across Ąelds, we can improve the chances
that we are putting our best foot forward.
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A Survey of Theory of Mind in Large Language Models:
Evaluations, Representations, and Safety Risks

Hieu Minh ŞJord" Nguyen

Apart Research
University of Science and Technology of Hanoi

jordnguyen43@gmail.com

Abstract

Theory of Mind (ToM), the ability to at-
tribute mental states to others and pre-
dict their behaviour, is fundamental to so-
cial intelligence. In this paper, we survey
studies evaluating behavioural and repre-
sentational ToM in Large Language Models
(LLMs), identify important safety risks from
advanced LLM ToM capabilities, and sug-
gest several research directions for effective
evaluation and mitigation of these risks.

Introduction

Theory of Mind (ToM), Ąrst introduced in chim-
panzeetom, is the ability to attribute mental
states to oneself and others. ToM is a funda-
mental aspect of human cognition and social
intelligence, allowing inference or prediction of
othersŠ behaviours [4].

Recent research has shown surprising ToM
capabilities in LLMs. While results have been
mixed on whether LLMs behaviourally exhibit
robust ToM [52, 50], research has also found
that internal representations of self and othersŠ
belief states exist in current LLMs [59]. These
representations have also been found to signif-
icantly affect ToM capabilities.

Furthermore, the rapid developments of
LLMs might cause signiĄcant ToM capability

gains in the near future. This raises safety
concerns in various contexts in user-facing ap-
plications and multi-agent systems, including
risks such as privacy invasion and collective
misalignment.

In this paper, we survey studies evaluating
behavioural and representational ToM, show-
ing that: 1) LLMs can match humans perfor-
mance on speciĄc ToM tasks, 2) LLM ToM re-
mains limited and non-robust, and 3) internal
ToM representations suggest emerging cogni-
tive capabilities. We then identify several safety
implications from advanced LLM ToM in user-
facing and multi-agent contexts. Finally, we
recommend future research directions for bet-
ter safety evaluation and risk mitigation.

1 Empirical Landscape

1.1 Evaluating ToM in LLMs

Recent work shows that performance of LLMs
such as GPT-4 [31] on ToM tests is compara-
ble to 7-10 year-old children [52] or adult hu-
mans on some standard tasks like false belief or
irony detection [43]. Some studies even demon-
strate that LLMs can outperform humans on
6th-order ToM [45].

However, hard benchmarks designed specif-
ically for LLMs [10, 20, 56, 55, 8] have most

5
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models stumped compared to humans on var-
ious ToM tasks. Furthermore, LLMs struggle
with simple adversarial examples, suggesting
current LLMs do not yet have fully robust ToM.
[40, 50]

1.2 Interpreting ToM in LLMs

Meanwhile, work in interpreting LLMs has pro-
vided some evidence for genuine LLM ToM capa-
bilities in the form of internal representations
of othersŠ beliefs. As [59] and [5] show, one can
use linear probes [1] to extract from LLMs rep-
resentations of belief states of others in ToM
scenarios, and that steering LLMs with these
probes can signiĄcantly affect performance in
(false) beliefs identiĄcation questions. [5] also
found that probing accuracy increasing with
larger and Ąne-tuned LLMs, but that even small
models like Pythia-70m can accurately repre-
sent beliefs from an omniscient perspective. Re-
latedly, [17] demonstrate that speciĄc neurons
in deeper layers of LLMs closely correlate to ToM
performance, paralleling neurons observed in
human brains.

This is further supported by research such as
[39], who show that transformers can linearly
represent data-generating processes in their
residual stream and [14], who show that LLMs
contains models of concepts such as space and
time. This suggests that LLMs trained to pre-
dict text containing mental inference might also
learn to represent mental states.

1.3 Future Developments

While current ToM capabilities in LLM remain
nascent, future LLMs might prove more capa-
ble. Previous work shows that scaling [52] and
prompting techniques [53] can already substan-
tially improve ToM performance. This trend
seems likely to continue in the future [46].

Moreover, developments in foundational LLM
architectures [12, 35, 25], test-time compute
[32, 41], and scaffolding [9] should all be con-

sidered possible sources of capability gains in
the near future.

2 Safety Risks from Advanced
ToM

Improved LLM ToM could enable beneĄcial ap-
plications, such as improved simulations of hu-
man behaviour for social science [33, 60]. How-
ever, similar to how humans might use ToM to
better deceive or exploit others [22], advanced
ToM in LLMs is not without potential draw-
backs.

Advanced ToM can be particularly concern-
ing, as it both ampliĄes existing risks like pri-
vacy breaches and enables dangerous capabili-
ties like sophisticated deception from misalign-
ment. Therefore, safety risks from LLM ToM,
both current and prospective, warrant serious
consideration. We categorise these risks into
two primary domains: user-facing risks and
multi-agent risks.

2.1 User-facing Risks

Privacy and social engineering: [42] found
that LLMs are capable of accurately inferring
demographic information of text authors, in-
cluding age, gender, education level, and so-
cioeconomic status, even when text anonymi-
sation is applied. [7] successfully trained lin-
ear probes that achieve near-perfect accuracy
in identifying internal representations of au-
thor characteristics, with 80% average accuracy
when transferred to real human conversations.
Notably, the accuracy of these inferences im-
proves as conversations progress.

With advanced ToM, these vulnerabilities
might expand to more sensitive personal infor-
mation, such as beliefs, preferences, and ten-
dencies being extracted from seemingly innocu-
ous conversations. This capability can worsen
privacy invasion attacks, potentially allowing
bad actors to launch more automated and per-

6
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sonalised misinformation and social engineer-
ing campaigns [57].

Deceptive behaviours: Enhanced LLM ToM
can enable more targeted and sophisticated
deception across various scenarios, including
fraud, misinformation, and model misalign-
ment [34]. [38] show that LLMs can strategi-
cally deceive their users when put under pres-
sure, while [18] and [51] demonstrate cases of
LLMs misleading evaluators about their own ca-
pabilities. When humans are the targets of ad-
vanced LLM ToM, these risks become particu-
larly pronounced. This challenge is made worse
by the potential of misaligned LLMs deliberately
lying about their own ToM capabilities during
critical evaluations [15, 30].

Unintentional anthropomorphism: LLM
ToM capabilities may lead to unintentional and
misleading anthropomorphisation [44]. ToM
capabilities might be leveraged by an LLM
or LLM developers to build unwarranted user
trust, encourage emotional attachment, or ex-
ploit psychological vulnerabilities [47, 21].

2.2 Multi-agent Risks

Exploitation: [29] found that some LLMs are
highly exploitable in a variant of the zero-sum
board game Diplomacy. If LLMs are capable of
advanced ToM, they might attempt to exploit
each other in interactions. [36] successfully
used LLMs to red-team other LLMs, suggest-
ing that in realistic scenarios, LLM agents could
coax each other into unintended behaviours,
such as misdirection, model control, or data ex-
traction [11].

Catastrophic conflict escalation: [37]
demonstrated that many LLMs exhibit unpre-
dictable patterns of catastrophic conĆict esca-
lation, sometimes leading to nuclear exchanges
in LLMs multi-agent systems playing simulated
war games. In realistic analogous scenarios,
LLM agents with advanced ToM might escalate
situations beyond human control. While [54]
shows that LLMs consistently outplay human

players in Diplomacy, LLM-LLM communication
remains limited due to their difficulty with de-
ception and persuasion. More advanced ToM
could increase effective conĆict capabilities.

Collective misalignment: [3] argues that
multi-agent alignment is not guaranteed by
single-agent alignment. Advanced ToM can
facilitate unwanted collusion between LLM
agents. For instance, [28] and [27] demonstrate
that LLM agents can engage in information hid-
ing during communications to secretly collude
under supervision. This capability could signif-
icantly disrupt applications and safety frame-
works involving multiple agents [16, 19].

3 Future Research Directions

While there are many LLM ToM benchmarks,
most are limited to question-answering tasks
and suffer from problems like data contamina-
tion and overĄtting [58, 2]. To better address
the aforementioned risks, we suggest that ToM
evaluation frameworks should extend to more
authentic LLM deployment scenarios, such as
ToM in personal LLM assistants [13], scaf-
folded multi-agent environments [23], or sim-
ulated social platforms [48]. Additionally, sev-
eral promising strategies exist that aim to retain
useful ToM capabilities while mitigating safety
risks in LLMs. Examples include model un-
learning [26, 24], activation/representation en-
gineering [49, 61], and latent adversarial train-
ing [6]

4 Conclusion

We have surveyed behavioural and representa-
tional evaluations of LLM ToM and identiĄed key
risk cases from advanced ToM. As LLMs con-
tinue to advance, it is important and urgent
that we develop robust evaluation frameworks
and mitigation strategies to ensure the safe and
beneĄcial development of ToM capabilities in AI
systems.
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Abstract

Large Language Models (LLMs) have re-
cently shown success across a range of so-
cial tasks, raising the question of whether
they have a Theory of Mind (ToM). Research
into this question has focused on evaluat-
ing LLMs against benchmarks, rather than
testing for the representations posited by
ToM. Using a cognitively-grounded deĄni-
tion of ToM, we develop a new evaluation
framework that allows us to test whether
LLMs have a mental causal model of other
minds (ToM), human-like or not. We Ąnd
that LLM social reasoning lacks key signa-
tures expected from a causal model of other
minds. These Ąndings suggest that the so-
cial proĄciency observed in LLMs is not the
result of a ToM.

1 Introduction

LLMs are not only proĄcient language users,
but also social reasoners. They can infer in-
direct meanings in language [6], make simple
moral judgments [1], and plan cooperative be-
havior [5, 14]. In humans, these capacities rely
on Theory of Mind (ToM) [13, 18, 16], raising
the question of whether this capacity has spon-
taneously emerged in LLMs.

Research into LLM ToM shows conĆicting re-
sults, with some work showing remarkable suc-
cesses [8], and other revealing striking brittle-

ness [15]. Here we offer a new proposal for test-
ing LLM ToM that moves away from traditional
benchmarking approaches, focusing instead on
the deĄning internal representations that con-
stitute ToM.

In cognitive science, ToM is deĄned as a
causal model of how mental states produce be-
havior, which we can use to predict action given
mental states and invert to infer mental states
from action [4]. In humans, the forward model
(mental states to actions) is structured around
a principle of rational planning [3, 7], and the
inferences (actions to mental states) invert the
forward model via Bayesian inference [2].

The cognitive deĄnition of ToM reveals two
critical considerations. First, there is not one
but many ToMs. The causal model used to
explain behavior is different in children and
adults [11, 17], it is different between hu-
man and non-human primates [10, 12], and
shows some variability across cultures [19, 9].
In the same way, LLMs might have their own
emergent ToM Ű one that differs from human
ToM and therefore might be missed by bench-
marking tests. Second, because action predic-
tions and mental-state inferences result from
forwards and backwards outputs of the same
causal model, they are fundamentally linked
and should be coherent given corresponding in-
puts. As such, we propose a test for LLM ToM
using parametrically varying scenarios to ex-
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(A) Map the LLM’s forward model (B) Use (A) to predict ToM inferences (C) Map the LLM’s mental-state inferencesℱ :   ℬ  ×  𝒟  ×  𝒮 ↦ 𝒜ℬ𝒟𝒮 𝒜
Action Prediction (AP)

𝒫(ℬ | 𝒜;𝒟, 𝒮) ∝ 𝒫(𝒜 | ℬ;𝒟, 𝒮) ⋅ 𝒫(ℬ)𝒫(𝒟 | 𝒜;ℬ, 𝒮) ∝ 𝒫(𝒜 | 𝒟;ℬ, 𝒮) ⋅ 𝒫(𝒟)𝒫(ℬ,𝒟 | 𝒜; 𝒮) ∝ 𝒫(𝒜 | ℬ,𝒟; 𝒮) ⋅ 𝒫(ℬ,𝒟)
Predicted ToM

inferences

Extracted from ℱ Prior

ℐℬ :   𝒟  ×  𝒮  ×  𝒜 ↦ ℬ ℐ𝒟 :   ℬ  ×  𝒮  ×  𝒜 ↦ 𝒟 ℐ𝒥 :   𝒮  ×  𝒜 ↦ ℬ  ×  𝒟𝒟𝒮𝒜 ℬ ℬ𝒮𝒜 𝒟 𝒮𝒜 ℬ𝒟
Belief Inference (BI) Desire Inference (DI) Joint Inference (JI)

Figure 1: For each pairing of relevant beliefs B, desires D, states S, and actions A, we query the
Large Language Model (LLM) for a distribution over predictions (1a) and mental states (1c). Addi-
tionally, we compute the predicted inference under a Bayesian inversion, using the distributions
provided in (1b).

amine the coherence between its action predic-
tions and mental-state inferences, independent
of benchmarks that treat human intuitions as
ground truth.

2 Evaluation Method

Fig. 1 shows our approach. We construct a sim-
ple paradigm that allows us to enumerate all the
possible beliefs, desires, and world states of an
event, and query the LLM for an action predic-
tion Ű i.e., mapping its forward model (Fig. 1a).
We then use the forward model as a likelihood
function to infer mental states from action, and
compare these expected inferences from ToM to
the ones directly produced by the LLM.

Our paradigm, ContainerWorld, is shown in
Fig. 2. A character always begins next to a
closed box, with a covered basket Ąfty steps
away. Each container will have either ap-
ples, oranges, or both (apples and oranges)
S ∈ {apples,oranges,apples and oranges}. The
agent has desires D ∈ {likes,dislikes} towards
apples and oranges (excluding the conĄgura-
tion where the agent dislikes both fruits), and
beliefs about the contents of each container,
B ∈ {apples,oranges,apples and oranges}.

We transcribe ContainerWorld into prompts,
and query an LLM to predict which container
the agent will move to, A ∈ {box,basket}, for the
full conĄguration of beliefs, desires, and states

(9 × 3 × 9). We use the distribution over next
tokens as the LLMŠs likelihood of the action.

We then test if an LLMŠs forward model pre-
dicts its mental-state inferences from action
(regardless of its agreement with human in-
tuitions). SpeciĄcally, we test for prediction-
inference agreement across three mental-state
inference tasks: desire inference, belief infer-
ence, and joint belief-desire inference (Fig. 1c).
In each case, we compute the predicted infer-
ence under a Bayesian inversion of the forward
model (Fig. 1b), take the expected posterior [2,
as humans do], and compare it to the token like-
lihood extracted directly from the LLM (Fig. 1c)
Ű the ŞBayesianŤ evaluation.

It is also possible that an LLM is relying on
forward model expectations to produce infer-
ences, but not in a Bayesian way. We there-
fore also consider a more generous evaluation
metric: a mental-state inference is consistent if,
when used as input to the forward model F , it
produces the target action to be explained Ű the

Figure 2: An instance of ContainerWorld with an
apple in the box and an orange in the basket.
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ŞvalidityŤ evaluation. This is a generous metric
because, for either of the two actions, there are
many possible inputs that can generate it.

3 Results

We evaluate our approach using GPT-4o
(gpt-4o-2024-05-13). In our ŞBayesianŤ evalu-
ation, we expect that a GPT-4oŠs direct esti-
mates will highly, positively, correlate with its
Bayesian inversion Ű instead, we Ąnd that its
mental-state inference estimates do not pos-
itively correlate with its Bayesian inversion
(Fig. 3a). In our ŞvalidityŤ evaluation, we would
expect that the forward model F and each infer-
ence model I would fully agree Ű instead, we Ąnd
that GPT-4oŠs prediction and inference models
agree more often than not (Fig. 3b).

To ensure that these results are not because
ContainerWorld is unusually a challenging do-
main for ToM in GPT-4o, we constructed a log-
ically equivalent paradigm MovieWorld and re-
peated our evaluation scheme. We Ąnd simi-
larly low correlations in our ŞBayesianŤ evalu-
ation (BI: r = .03,CI95% = [−.05, .12]; DI: r =
.57,CI95% = [.49, .63]; JI: r = .13,CI95% = [.03, .12]).
In our ŞvalidityŤ evaluation, we Ąnd striking
agreement in MovieWorld (BI: 81.1%; DI: 83.5%;
JI: 88.9% ).

The overall low correlations in our ŞBayesianŤ
evaluation and high agreements in our Şva-
lidityŤ evaluation illustrate that GPT-4oŠs ac-
tion predictions (from mental states) are un-
related to its mental-state inferences (from ac-
tions). It is possible, however, that GPT-4o
does not re-use the forward model for inference,
but still learn a global forward and inference
model that is context independent. To test this,
we evaluated whether GPT-4o produced consis-
tent behavior across the two logically equiva-
lent paradigms, comparing the forward mod-
els in ContainerWorld to MovieWorld, and the
inferences in all three tasks. Fig. 3c shows
that, despite their equivalence, GPT-4oŠs behav-
ior shows no consistency across tasks.
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Figure 3: GPT-4oŠs coherence under the
Bayesian evaluation (3a) measured as the cor-
relation between predicted inferences and direct
estimates from GPT-4o, the percentage of ac-
tions correctly reproduced by the mental-state
inference (3b), and the coherence in GPT-4oŠs
predictions across all tasks in two logically-
equivalent domains (3c).

4 Discussion

This work makes three contributions. First,
we propose a new way to test for LLM ToM
that moves away from benchmarking metrics,
to testing for the representational signatures of
ToM that are independent of human-like intu-
itions. This approach can differentiate social
mimicry (high benchmark performance with no
ToM representations) from non-human forms of
ToM (low benchmark performance, but inter-
nal coherence pointing to ToM representations).
Second, we show that GPT-4o lacks coherence
between forward and inverse mappings. This
contrasts with the representations posited in
ToM, which involve a causal model that is used
to both predict and interpret othersŠ behavior.
Third, we show that GPT-4oŠs action predictions
and mental-state inferences were not consistent
across two logically-equivalent tasks. This sug-
gests that GPT-4o lacks a coherent set of agent
expectations that transfers across domains.
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Introduction

We all know theory of mind (ToM) as the ability
to Śtake someone elseŠs perspective and make
estimations of their beliefs, desires and inten-
tions, in order to make sense of their behaviour
and attitudes towards the worldŠ. It is a key
mental capacity humans use when interact-
ing with other humans. But how do we ap-
ply ToM when building an AI system? ToM is
a multifaceted concept, each facet rooted in dif-
ferent research traditions across the cognitive
and developmental sciences. We observe that
researchers from the computing sciences and
artiĄcial intelligence, ourselves included, often
have difficulties Ąnding their way in the ToM lit-
erature when working on systems that interact
with humans. In this workshop talk, we iden-
tify four common misconceptions around ToM
(hyperbolized for the sake of the argument) that
we believe one should take into account when
developing an AI system that, in oneŠs mind,
should have a theory of mind.

Misconceptions

1: Humans Use a ToM Module, So AI Sys-
tems Should As Well Suppose we are building
a robot assistant in healthcare. It needs to be
able to move around, move its arms, respond
to patients, see the world, and so on. Suppose

each of these functions is regulated through
the robotŠs brain, its controller. We could
be tempted to add a ŚmoduleŠ that regulates
(pro)social behaviour, enabling the assistant
to understand and anticipate other entities
(humans) around it, and call this its ŚToM
moduleŠ [13, 18, 25]. We browse the cognitive,
neuroscientiĄc and developmental literature
on human ToM for inspiration on how to
structure this module, but run into a crucial
hitch: There is little consensus over how ToM
comes about in the brain for humans, and
even less over whether ToM should be seen as
modular to begin with [8, 32, 39, 41]. A lot
of literature claims ToM is instead best inter-
preted as resulting from distributed processes
involving multiple brain areas and functions.
For developers, this does not mean that trying
to build a single ToM module is by definition

doomed to failure. However, it seems that
there is at least one entity (humans) where
ToM comes about in different ways for different
tasks. On this basis, we discuss that it is
reasonable and perhaps more realistic to strive
for a more distributed version of ToM, resulting
from multiple processes working together.

2: Every Social Interaction Requires (Ad-
vanced) ToM Here, we address two issues:
When to use ToM to begin with, and how
advanced this ToM has to be. Firstly, humans
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need not always use (advanced) ToM in social
settings. Consider the following: You are in
a hot office room, and your office mate asks:
ŚCould you to open the window please?Š. You
move towards the handle automatically, out of
social convention Ű It’s hot, so one opens the

window, not a single second thought. Then you
realize that your office mate is closer to the win-
dow than you are and you have to pass them
to open the window. Social convention is now
replaced by social puzzle. Why did they ask this

of me? Are they too lazy to get up themselves? It
is likely that we now use ToM, whereas initially
we only ran the script in our brain to fulĄl
the favour. There is ample evidence that we
humans use scripts and heuristics in many of
our daily interactions [40, 34, 46]. However,
our example also implies that we continuously
(subconsciously) monitor for ŚhitchesŠ that the
default script/heuristic may run into [10, 52].
On this basis, we recommend a similar ap-
proach in AI systems: Rely on scripts and
heuristics by default, and only defer to active
ToM reasoning when needed. Using ToM right
away is a major resource drain [30, 29], and
risks overanalysing the human perspective.
Sometimes using experience-based patterns
[33], abstraction [14] or common ground [50]
suffices.

In terms of how advanced ToM has to be,
it is important to realize the value and realism
of higher-level ToM. ToM is mostly useful in very
dynamic situations [12], and using a higher
order of ToM provides a diminishing extra
edge from level-3 upwards [11]. Additionally,
the actual level at which ToM operates varies
heavily per person [43] and per skill [2]. Even in
adulthood, humans struggle to explicitly apply
ToM in some cases [22]. These ToM deĄcits
can be overcome through experience with a
topic [38, 1], both in second-order [54] and
third-order reasoning [48], and scaffolding and
chunking techniques support adults in devel-
oping a sense for levels far beyond [53, 57], but
ToM reasoning does not seem easily applied.

We suggest that it is not necessary for every

system with ToM to be Śas good as possibleŠ.
Only when the AI system needs to be an expert
in a particular specialisation does it need
this advanced ToM, especially if the developer
wishes to emulate human ToM.

3: All ToM is the Same It is important to
realise that every entity in an interaction is
different. This is already the case in human-
human interaction, especially if cultural
background and personality are taken into
account [28, 24], but this difference is even
more pronounced in human-AI interaction.
Our human senses give us a vastly different
perspective on the world than the perspective
of the system we interact with [e.g. 7]. We quite
easily anthropomorphise such a system, even
though it experiences the world from an AI
perspective, and thus attributing human-like
beliefs and perceptions to such a system is
often in error [15, 16, 58]. We argue that for
sensible perspective-taking, a human needs
to take the AI perspective, and an AI system
needs to take the human perspective. We
cannot Ćatten perspective-taking to one type
of process. We suggest two solutions. The
Ąrst solution is that humans need to invest in
building up a ŚTheory of AI MindŠ, i.e., learn
how the speciĄc AI system reasons, functions,
and acts in the world. Developers need to
explain to the user how the speciĄc system
maps its beliefs to behaviour, and how its
sensors perceive the world. Alternatively, the
system needs to be designed in a human-like
way, so that humans can apply what they know
about interaction with humans to interacting
with this AI system. This does of course mean
that it is not enough to seem human-like: the
system should not trigger the user to make
unfounded assumptions about the AI systemŠs
human-likeness, even if the aforementioned
anthropomorphism raises trust in the system
[56, 36].

4: Current AI systems already have ToM
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Computational models of ToM have a long
tradition in agent-based modelling, including
recursive, Bayesian, and neural frameworks
[11, 3, 37]. Yet, recently, lively debate has
emerged around the question whether some
AI models possess a form of ToM, instead of
just simulating ToM-like reasoning processes.
This debate focuses on Large Language Models
(LLMs), and gained weight with experiments by
Kosinski [26, 27] where several state-of-the-art
models ŚpassŠ false-belief tests (commonly used
for assessing ToM abilities in child development
and clinical populations [4]). The key claim
here is that ToM may have ŚspontaneouslyŠ
emerged in LLMs: While these models were
neither designed nor trained speciĄcally to
perform ToM tasks, the relevant competencies
can be an emergent property of their language
acquisition and task-speciĄc Ąne-tuning. This
position was soon deemed Ćawed, due to the
immanence of false-belief test questions (and
correct answers) in the training data [e.g.
47, 42]. Since then, new ToM benchmarks
were introduced [23, 9, 55], comparisons were
made against human (child) scores [51, 45],
other modalities were integrated [49, 44], inte-
grations with older model architectures were
explored [21], and theoretical reĆection was
added [17].

We address three aspects. Firstly, the observed
ability of LLMs to score well on standardized
ToM tests may not correlate with real-world
social abilities [51]. The validity of such tests
is also an issue in humans [5], but there
is a large body of work associating ToM test
performance with various landmarks in chil-
drenŠs socio-cognitive development [6]. For
LLMs, however, it is an open empirical question
how well test scores generalize to real-world

social competence, as LLMs are very differently
grounded. Secondly, we address the distinction
between third-person versus first-person ToM

reasoning. Most tests take an Śobserver per-
spectiveŠ, where LLMs may have an advantage
given a training set with ample descriptions of

social life from, e.g., literary Ąction. However,
answering questions about social situations
from an outside perspective differs greatly from
actually engaging in such situations, which
has led to explorations of this distinction in
experiments [23, 19]. Thirdly, model charac-
teristics, test type, and test approach inĆuence
performance. Model size seems a key factor
(as in many domains), but it has also been
shown that various Ąne-tuning and prompting
approaches boost scores on ToM standardized
tests [31, 35, 20].

Based on the recent Ąndings on these as-
pects, we formulate a nuanced perspective
on the current state-of-the-art of ToM in AI
systems. It is important not to undervalue the
achievements of LLMs in this domain, while
keeping a clear view of the limitations and
challenges ahead. As we argue, even the most
capable LLMs do not yet exhibit a form of ToM
that is ready to support human-AI interaction
in a robust and Ćexible manner.

Conclusion

By reviewing and analysing the cognitive, de-
velopmental, neuroscientiĄc, and AI literature
regarding these four misconceptions, it is our
aim to contribute to a foundational understand-
ing of ToM for computing scientists and AI re-
searchers. Ultimately, this should support de-
velopers in building and evaluating systems for
human-AI collaboration that align with complex
real-world scenarios.
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Abstract

This paper presents enhancements of an
AI social agent, SAMI, with episodic self-
explanation capabilities allowing for dynamic,
context-dependent reasoning about internal de-
cision making. By endowing SAMI with a theory
of its own mind for knowledge representation
and meta-reasoning, enhanced SAMI is able to
use Generative AI (ChatGPT) to promote greater
explainable AI (XAI) capabilities.

Introduction
Online learning and especially learning at scale in
an online setting has many beneĄts ranging from
increased ease of access to affordability. However,
one signiĄcant drawback is that it is more difficult
for learners to maintain or even initiate connec-
tions with other learners [2]. One proposed method
to assist with this is Georgia TechŠs SAMI (Social
Agent Mediated Interactions) AI that aims to con-
nect learners via mutual interest/traits that are ob-
tained from learner posts in an online class discus-
sion forum [8, 4]. An important characteristic of AI
is for it to be able to explain its reasoning and inner
workings to help foster trust with users.

Previous work on SAMI aimed to solve this prob-
lem by implementing a Task, Method, Knowledge
(TMK) framework [6, 3] that revolved around en-
abling the AI agent to answer static questions about
its inner working [1]. The scope of answerable ques-
tions was limited to examples such as ŞWhat kind
of data does SAMI learn from?Ť and ŞHow often does
SAMI make mistakes?Ť both of which are examples
that do not require dynamically changing contex-
tual information. In other words, these questions
will always have the same correct answer unless
there is some speciĄc update to the inner working
of SAMI. However, it did not answer questions about
speciĄc episodes of decision making, Episodic in
this paper is deĄned as the derivational trace in
a given instance of decision making. Examples of
episodic questions for SAMI are ŞWhy was I matched
with student x?Ť or ŞIf I said I liked reading would
I have been matched differently with student y?Ť.
These questions revolve around the ever-changing

interests of learners that are speciĄc to a given situ-
ation. The proposed question in this paper thus be-
comes: How can an AI agent be improved so that it
is able to provide accurate answers to online learn-
ers about its decision making in the context of a
dynamically changing environment and input?

Method and Implementation
The SAMI architecture contains two parts. The
Ąrst part consists of the initial matchmaking and
data collection. To do this a script is run that ex-
tracts student information from posts in a discus-
sion forum and stores it in a graph-based knowl-
edge representation, implemented using Neo4j [4].
To represent the data extracted, nodes are used
with branches connecting the nodes. Nodes in
the database are things such as hobbies, student
names, time zones, etc. The links connecting the
nodes represent the relation between the nodes
such as interested_in or at_time. Using this setup,
the knowledgebase instance is queried and run
through a matchmaking algorithm to connect stu-
dents. This process is manually done a few weeks
into a given semester.

The second part of SAMI speciĄcally deals with
self-explanation. For this to work an ongoing Ćask
server is instantiated that has access to the knowl-
edgebase instance created by the Ąrst part. When
students post to the forum and include in their post
the text Ś#samiexplainŠ the forum sends a request
to the SAMI server. This post is then characterized
as being either a static or dynamic question. If it
is static, it uses the previous TMK method of self-
explanation. Alternatively, if it is dynamic SAMI
uses the new proposed method of self-explanation.

When a student submits a question and it is
deemed dynamic, the proposed system privatizes
the query by anonymizing any mentioned individ-
uals using SpaCyŠs entity recognition, replacing
names with placeholders such as student_name_0.
The privatized question is then analyzed by GPT-4o-
mini to determine its intent, categorizing it into one
of four types: Personal, Relational, Other_matches,
or Private. These intent types determine what infor-
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mation is needed to fully answer the question. The
table below succinctly describes what each intent
type represents.

Type Description

Personal Questions about the studentŠs own
attributes or interests not involving
any other student.

Relational Questions about the asking studentŠs
relationships or matches.

Other_matches Questions about nonspeciĄc other
student matches and potential
matches the asking student could
have.

Private Questions about other students and
information about them without any
relation to the asking student.

Table 1: Intent type descriptions.

Based on the identiĄed intent, relevant informa-
tion is retrieved from the knowledgebase, such as
shared interests between students, user attributes,
or names of students that share a certain trait.
These results are formatted in a simple natural lan-
guage representation for later use. Finally, GPT-4o-
mini is used to synthesize this data to generate a
coherent, context-aware natural language response
to the original question which is then posted to the
discussion forum. This entire process happens in
real time and takes no more than a few seconds to
provide a response.

Results and Evaluation
In order to validate the answers from SAMI, a set of
certiĄed XAI questions were slightly modiĄed and
tested on a sandbox instance of Neo4j [5, 7]. This
sandbox instance of the knowledgebase was cre-
ated as described above but for the learners it uses
posts and information in a discussion thread used
by other members of the research team rather than
a full classroom of students. The validation ques-
tions consisted of 18 modiĄed questions from a XAI
database and 7 questions that were deemed rel-
evant but not present in the XAI database. To
test these questions the answers were evaluated
based on completeness and correctness. Correct-
ness being if the answer generated was correct and
completeness being if the answer fully answered
the question and any needed elements. For exam-
ple, given a student question such as ŞWhy was I
matched with person x?Ť, a correct but incomplete
answer would be one such as ŞYou were matched
with x because of reason yŤ versus a correct and
complete answer would be ŞYou were matched with
x because of thing y and thing z.Ť. The score values
were then totaled for each answer to each question
with a score of 2 being that the answer was correct

and complete and 0 being incorrect and incomplete.
Of the 25 tested questions, 100% of the answers
generated were deemed correct and complete. Fu-
ture work for SAMI involves deploying SAMI with
the enhanced Theory of Its Own Mind in ongoing
classes and determining student reception and feel-
ings as well as deploying surveys to evaluate stu-
dent opinion on sample answers generated.

Discussion and Conclusion
The importance of AI agents possessing self-
explanation capabilities cannot be overstated, espe-
cially in the context of education and online learn-
ing. Enabling AI agents to self-explain bridges the
gap between opaque "black box" algorithms and
user understanding, leading to far more transpar-
ent interactions. When AI agents can articulate the
reasoning behind their choices, it empowers users
to more fully engage with and understand the tech-
nology they are using, fostering greater trust be-
tween the user and the AI.

By enhancing SAMIŠs self-Theory of Mind to al-
low for episodic self-explanation, we address the
dynamic and constantly changing nature of inter-
actions between humans and AI agents. In a world
where change is inevitable, it becomes paramount
for AI agents to adapt accordingly. By enabling dy-
namic reasoning over past decisions, the enhanced
SAMI can account for the unique context with each
of its users and the speciĄc situations between the
users. In an educational setting, particularly when
AI is used to match students, such transparency is
crucial because AI has the potential to substantially
inĆuence a learnerŠs experience in a class.

The evaluation of the enhanced SAMI demon-
strates its capability to provide correct and com-
plete answers to episodic questions, thus validat-
ing the effectiveness of the new self-explanation fea-
tures. Future work involves deploying SAMI in ac-
tive classrooms to collect student data and feedback
to assess its ongoing effects.

In conclusion, enabling AI agents to self-explain
through the use of a graphical database and lever-
aging GPT-4o-mini for reasoning capabilities al-
lows meta reasoning. This advancement can not
only improve transparency and trust but may also
enhance the overall user experience in an online
learning environment. As AI continues to evolve in
education, self-reasoning agents like SAMI will be
essential in building meaningful connections and
trust.

Acknowledgements
This research has been supported by NSF Grant
#2247790 to the National AI Institute for Adult
Learning and Online Education.

27



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

References
[1] R. Basappa, M. Tekman, H. Lu, B. Faught,

S. Kakar, and A.K. Goel. Social ai agents too
need to explain themselves. In Intelligent Tu-

toring Systems: 17th International Conference,

ITS 2024, Proceedings, Part I, Cham, 2024.
Springer.

[2] D.R. Garrison, T. Anderson, and W. Archer.
Critical inquiry in a text-based environment:
Computer conferencing in higher education.
The Internet and Higher Education, 1999.

[3] A.K. Goel and S. Rugaber. Gaia: A cad-like
environment for designing game-playing agents.
IEEE Intelligent Systems, 2017.

[4] S. Kakar, R. Basappa, I. Camacho, C. Griswold,
A. Houk, C. Leung, M. Tekman, P. Westervelt,
Q. Wang, and A.K. Goel. Sami: An ai actor
for fostering social interactions in online class-
rooms. In Generative Intelligence and Intelligent

Tutoring Systems, Cham, 2024. Springer.

[5] Q. Liao, D. Gruen, and S. Miller. Questioning
the ai: Informing design practices for explain-
able ai user experiences. In Proceedings of the

2020 CHI Conference on Human Factors in Com-

puting Systems, New York, 2020. Association for
Computing Machinery.

[6] J.W. Murdock and A.K. Goel. Meta-case-
based reasoning: self-improvement through
self-understanding. Journal of Experimental &

Theoretical Artificial Intelligence, 2008.

[7] L. Sipos, U. Schäfer, K. Glinka, and C. Müller-
Birn. Identifying explanation needs of end-
users: Applying and extending the xai question
bank. In Proceedings of Mensch und Computer

2023, New York, 2023. Association for Comput-
ing Machinery.

[8] Q. Wang, S. Jing, I. Camacho, D. Joyner, and
A. Goel. Jill watson sa: Design and evaluation of
a virtual agent to build communities among on-
line learners. In Extended Abstracts of the 2020

CHI Conference on Human Factors in Computing

Systems, New York, 2020. Association for Com-
puting Machinery.

28



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

Bayesian Inverse Reinforcement Learning Approach for
Policy Summarization

Moumita Choudhury, Shuwa Miura, and Shlomo Zilberstein

University of Massachusetts Amherst, Amherst, Massachusetts, USA
{amchoudhury, smiura, shlomo}@umass.edu

Abstract

As autonomous agents are increasingly
deployed in human-centered environments,
users often struggle to understand their
behavior and predict their actions. To
address this, we propose a fully Bayesian
framework for summarizing agentŠs
policy in the form of demonstrations
to enhance user understanding. By
leveraging the userŠs current belief about
the agentŠs reward, our framework selects
demonstrations that focus on the most
impactful parts of the state space in
aligning the belief with the optimal
behavior. Our approach demonstrates
signiĄcant improvements over baseline
methods in reducing policy loss and
generating more accurate posterior
samples.

Introduction

As autonomous agents become more common,
making their policies transparent is essential
for user understanding. Predicting an agentŠs
actions fosters trust and improves human
collaboration [7, 8]. For instance, a user might
wonder if a navigation robot can handle various
terrains or avoid dangerous routes. Addressing
such questions is critical for trust, safety, and
preventing unintended consequences [10, 18].

However, such questions can be challenging

for end users to answer as algorithmic
approach like Reinforcement Learning (RL) [20]
is focused on maximizing cumulative rewards
which is not easily interpretable to non-experts.
Recent surveys have presented a classiĄcation
of approaches, such as, identifying critical
states [1], saliency maps for Deep RL [9],
approximating black-box RL model with a
decision tree [19], etc. In this work, we present
a policy summarization method that carefully
chooses which state and action to convey to the
user to provide a global understanding of an
agentŠs policy.

Previous works in policy summarization
focuses on Ąnding important states by
measuring entropy of the agentŠs action
distribution [11] or maximizing Q value
difference between the best and worst
actions [1]. While these methods provide a
summary of the agentŠs policy by selecting key
states, they do not take humanŠs existing belief
into account while computing these important
states. Another line of work follows the machine
teaching paradigm where given a student
model, typically an Inverse Reinforcement
Learning (IRL) model, the goal is to Ąnd the
minimal set of demonstrations. We follow
the line of machine teaching literature in a
Bayesian setting.

Several works focused on IRL learners and
selected minimal demonstrations that reduce

29



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

20

30 25

An illustrative gridworld with three goals

.

.

.

Optimal Policy

(a)

30 20 10 0 10 20 30
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

30 20 10 0 10 20 30
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

30 20 10 0 10 20 30
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

30 20 10 0 10 20 30
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

30 20 10 0 10 20 30
Reward

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

30 20 10 0 10 20 30
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

Pr
ob

ab
ilit

y 
De

ns
ity

(b)

Figure 1: A gridworld with three goals of varying rewards. Figure 1a shows the true reward R∗

and its optimal policy. Figure 1b shows posterior reward samples after ValueWalk with expert
model (Top) and after our demonstration selection method (Bottom).

uncertainty over reward parameters [6, 5].
Various methods have been proposed that
integrate human pedagogical strategies with
machine teaching techniques [14, 13]. However,
these approaches are not based on Bayesian
setting. A method for selecting informative
demonstrations tailored for humans modeled
as approximate Bayesian IRL (BIRL) agents
was proposed in [12]. A personalized
policy summarization technique that selects
important states and actions using Bayesian
inference over the policy space was developed
in [16]. However, these methods require the
true reward function or policy to be within a
candidate set of reward functions or policies
over which to perform Bayesian inference,
with its computational complexity increasing
linearly with the size of this set. In these
works, summarization methods that reason
about the mental model or the beliefs of user
can be thought of as Bayesian Theory of Mind
(ToM) [3].

In this work, we take a fully Bayesian
approach for policy summarization.
SpeciĄcally, we develop a method that selects
informative demonstrations assuming humans
as a Bayesian agent and follow Bayesian IRL
approaches for inferring reward function from
demonstrations [17]. A signiĄcant challenge

in IRL lies in the fact that the reward function
is often underdetermined based on given
demonstrations, as multiple reward functions
can result in the same optimal behavior. BIRL
explicitly solves this problem by providing
probability distribution over the reward.
However, BIRL is computationally expensive
as it requires to calculate Q-values every
iteration. Recently, the ValueWalk algorithm
has been introduced, which performs inference
directly over the space of Q-values, signiĄcantly
reducing the computational cost of BIRL [2].
Hence, we use ValueWalk for estimating userŠs
belief over the reward after selecting the
demonstrations. The contribution of our work
can be summarized as follows: 1. formalizing
demonstration selection as a Bayesian policy
summarization problem, and 2. proposing an
algorithm that selects demonstrations based on
the userŠs belief, enabling users to accurately
infer the correct reward.

Proposed Approach

Consider an agent working in a sequential
decision making environment which can
be modeled as a Markov Decision Process
(MDP), MT = ⟨S,A, T,R∗, γ⟩. The agent
is situated alongside a human user who
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has partial knowledge of the environment,
speciĄcally, ⟨S,A, T ⟩ but lacks knowledge of
R∗. Approximating the human as a Bayesian
agent, we can simulate the userŠs belief of the
reward function given a set of demonstration
using a standard BIRL approach. Figure 1
demonstrates a toy gridworld with three goals.
After running BIRL, the posterior reward
samples over the three goal states are shown
in Figure 1b (Top). BIRL commonly uses expert
models such as Boltzmann rationality [4]
where humans perceive agents as acting
approximately rationally, selecting actions
probabilistically according to a softmax
distribution based on the utility of each
action which can be expressed as follows:

P (a | s,R) =
eαQ

R(s,a)

∑
a′∈A eαQR(s,a′)

(1)

In case of the expert model, the probability
of choosing an action can be calculated using
P (a | s,R∗). However, to explain the reward
function the agent is operating under, the agent
should select demonstrations that optimally
capture the learning objective. To achieve this,
we aim to identify informative demonstrations
that most effectively represent the ground truth
reward.

We formulate the problem of selecting optimal
demonstrations as a sequential decision
making problem. SpeciĄcally, we model it as an
explainer MDP which is an extension of MDP
where the reward is inĆuenced by the observerŠs
assumed belief. We deĄne the explainer MDP
as a tuple, ME = ⟨S,A, T,Θ, B,RE , γ⟩ where
S,A, T, γ are the same as MDP MT . Θ is the
set of types, which is continuous in our case
and represents agentŠs reward. B : H∗ −→ P (θ)
describes the belief of the observer given a
history. H∗ is the set of all histories where
P (θ) is the space of all probability density
functions over θ. RE : S × A × P (θ) −→ R

represents the reward of taking an action
given the state and a belief. The reward is
history dependent through the beliefs. This

formulation aligns with the Observer-Aware
Markov Decision Process (OAMDP) [15], which
incorporates a model of how the observer
interprets the agentŠs behaviors (B) and deĄnes
what interpretations are considered desirable
(RE). MT extends OAMDP to inĄnite types (Θ).
We use Equation 2 as RE:

RE(s, a,R) =
P (a | s,R∗)

1
|R|

∑
R̃i∈R P (a | s, R̃i)

(2)

where R ∼ P (R|D) is the posterior samples
returned from BIRL. A solution to ME is a policy
that maximizes the expected discounted return
for a given horizon K:

E[

K∑

t=0

γtRE(st, at,R)|s = s0, π] (3)

In this case, the solution is used to generate
a set of demonstrations or explanations which
will improve the userŠs understanding of
the true reward function. The posterior
reward samples after running BIRL with our
demonstration selection approach are shown in
Figure 1b (Bottom).

Conclusion

We address the challenge of summarizing
an agentŠs policy to enhance a humanŠs
understanding of the agentŠs behavior. To
achieve this, we reformulate the problem as
a modiĄed machine teaching task, where the
goal is to identify a set of demonstrations that
effectively convey the optimal reward. Our
approach leverages the sequential decision
making framework to select demonstrations
tailored to the userŠs belief. Our method
demonstrates an ability to minimize overall
policy loss and produce better posterior
samples across all goals. In the future, we plan
to compare our approach to existing machine
teaching methods and conduct human subject
studies.
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Abstract

In human-robot interactions, human and robot agents main-
tain internal mental models of their environment, their shared
task, and each other. The accuracy of these representations
depends on each agent’s ability to perform theory of mind,
i.e. to understand the knowledge, preferences, and intentions
of their teammate. When mental models diverge to the ex-
tent that it affects task execution, reconciliation becomes nec-
essary to prevent the degradation of interaction. We pro-
pose a framework for bi-directional mental model reconcil-
iation, leveraging large language models to facilitate align-
ment through semi-structured natural language dialogue. Our
framework relaxes the assumption of prior model reconcili-
ation work that either the human or robot agent begins with
a correct model for the other agent to align to. Through our
framework, both humans and robots are able to identify and
communicate missing task-relevant context during interac-
tion, iteratively progressing toward a shared mental model.

Introduction

Mental models are abstract representations of reality, used
for reasoning about cause and effect, and for making deci-
sions in an individual’s environment (Wilson and Rutherford
1989). Though the term originates from human psychology,
it can also be applied to robotic agents to describe their
formalized world and task models, programmed to support
autonomous decision-making (Tabrez, Luebbers, and Hayes
2020). Prior work in human factors has shown that the de-
gree of mental model synchronization between collabora-
tors on a task is correlated with team performance (Mathieu
et al. 2000). To achieve this synchronization, humans rely
on their theory of mind capacity to infer the mental mod-
els of their teammates through observation, communicating
when disagreements are identified (Andrews et al. 2023). To
achieve fluent human-robot teaming, we must develop sys-
tems with a similar capacity for identifying and reconciling
mental model discrepancies during interaction.

Prior human-robot model reconciliation methods have
typically been uni-directional: either a robot’s model is
aligned with an expert human’s model (e.g., in learning from
demonstration (Argall et al. 2009)), or a human’s model is
aligned with an expert robot’s model (e.g., in autonomous
decision support or behavior elicitation/coaching (Tabrez,
Agrawal, and Hayes 2019; Sreedharan, Chakraborti, and

Figure 1: In our pipeline, the robot and human can prompt
mental model reconciliation via natural language.

Kambhampati 2021)). However, in real-world human-robot
interactions, the diversity of environments and users means
neither the human nor the robot is likely to start with a com-
plete mental model for the task.

We propose a framework for bi-directional mental model
reconciliation between human and robotic agents. The
framework facilitates iterative updates of both human and
robot models through semi-structured natural language dia-
logue, initiated either by verbal interruptions from the hu-
man or upon the observation of human actions that con-
tradict the robot’s expectation. This iterative process allows
both humans and robots to share knowledge and preferences
during the interaction, and gradually form a shared, mutually
satisfactory mental model for the task.

The proposed contribution of our work is the following:

1. A theoretical framework for bi-directional human-robot
mental model reconciliation.

2. An instantiation of that framework which represents
the robot’s model via Planning Domain Definition Lan-
guage (PDDL), represents shared mental model context
as structured facts (Knepper et al. 2017), and leverages a
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large language model (LLM) to process natural language
dialogue between the human and robot agents.

3. A human-subjects experiment evaluating the perfor-
mance of the proposed method for facilitating iterative
model updates via natural language communication.

Methodology

Problem Formulation In our setup, a human-robot team
shares a collective task, specified within a ground-truth task
context, cGT . In practice, cGT comprises knowledge involv-
ing the task, environment, and each agent’s capabilities and
preferences, such that the task can be completed to each
agent’s satisfaction. Neither agent is assumed to fully know
cGT ; instead, each begins with their own understanding of
the context, cR0 and cH0 .

The robot and human mental models, MR and MH , com-
bine each agent’s current context with a decision-making ca-
pacity. Throughout the interaction, MR yields both a policy
for the robot to follow πR, and a prediction of the human’s

policy πR(H). Likewise, MH yields a human policy πH and

predicted robot policy πH(R).

The solution to the bidirectional model reconciliation
problem is a set of explanations ER ∪ EH = {eR1 , ...eRn } ∪
{eH1 , ...eHm}, that minimizes d(πH(R), πR)+d(πR(H), πH),
with each explanation aimed at communicating missing con-
textual information to the other agent, thus updating that
agent’s mental model. The reconciliation is deemed com-

plete when d(πH(R), πR) < ϵ, and d(πR(H), πH) < ϵ.

Research Questions In this work, we investigate the fol-
lowing research questions.

1. RQ1) As a function of the number of iterations, how does
bidirectional model reconciliation impact the accuracy of
the robot’s and the human’s mental model, as compared
to ground truth?

2. RQ2) As a function of the number of iterations, how does
bidirectional model reconciliation impact the alignment
between the robot’s and the human’s mental model?

3. RQ3) As a function of the number of iterations, how does
bidirectional model reconciliation impact user attitudes
towards and perceptions of the robot?

Approach Our proposed approach is depicted in Figure 1.
To evaluate our framework, we implement the robot men-
tal model MR using a common planning language (PDDL
(Aeronautiques et al. 1998)); solving the planning problem

affords πR and πR(H). The human mental model MH repre-
sents the human’s internal decision-making. To facilitate the
alignment of task-relevant context, we represent cRt and cHt
as sets of facts (fact-based models) that reflect knowledge
believed by an agent, similar to Knepper et al. (2017).

Given their initial fact-based model contexts, the human
and robot formulate their respective plans and begin execut-
ing them concurrently. Model reconciliation is initiated in
two ways: (1) when the human interrupts with a verbal ut-
terance and (2) when the robot notices a deviation from ex-
pected human behavior (πR(H) ̸= πH ). In this second case,

the robot provides a templated verbal interruption that com-
municates the anticipated and actual human behavior, asking
the human to clarify the discrepancy.

Upon receiving either the interruption or the clarification
from the human, the pipeline employs an LLM to input the
human’s utterance, and output whether the robot or human
contexts are missing information, and what fact(s) could be
added to either to rectify the discrepancy. If the robot’s con-
text has been updated, another LLM takes the new cRt , and
returns an updated robot mental model MR. Once updated,
the robot provides a templated verbal explanation of the up-
date. On the other hand, if the human’s context has been up-
dated, the robot provides the human with a templated verbal
explanation of the new fact(s). Finally, the human is asked
to restate what the robot has indicated, ensuring mutual un-
derstanding of the respective model updates.

Proposed Evaluation We propose a human subject exper-
iment to evaluate the accuracy of and alignment between the
robot and human mental model, and to investigate the re-
sulting user perceptions of and attitudes toward the robot.
After obtaining participants’ consent and demographics, the
human and robot are each given an initial mental model. In
this work, we conduct mental model reconciliation in the
cases where both mental models contain correct but incom-
plete information. To accomplish the collaborative task, the
human and robot must identify when their mental models
lack information, prompt the other agent, and exchange the
missing information.

We define the ground truth mental model as the union of
the facts initially given to the robot and the human. To eval-
uate mental model accuracy we report the edit distance1 be-
tween the ground truth mental model and the final human
mental model. To evaluate the alignment between the robot
and human mental models, we report the edit distance be-
tween the two fact-based models, and visualize the changes
in edit distance over time.

Our evaluation domain involves organizing and hosting
a dinner party, with tasks such as picking a dish, cooking,
setting the table, and loading the dishwasher. We propose
to evaluate our mental model reconciliation system in sce-
narios where either, both, or neither models have missing
information. At the end of each task, a post-task question-
naire is administered that measures the human’s perceived
task success, and the human’s mental model using the Sit-
uation Awareness Global Assessment Technique (SAGAT)
(Endsley 1988) over the content of the fact-based model.
At the end of the study, we administer a questionnaire that
measures the human’s perceptions of and attitudes toward
the robot, including perceived workload (Hart 1986), accep-
tance (Belanche, Casaló, and Flavián 2012), and trust (Jian,
Bisantz, and Drury 2000).

1We define edit distance here as the number of facts that would
need to be edited such that the two mental models are the same.

35



References

Aeronautiques, C.; Howe, A.; Knoblock, C.; McDermott,
I. D.; Ram, A.; Veloso, M.; Weld, D.; Sri, D. W.; Barrett,
A.; Christianson, D.; et al. 1998. Pddl— the planning do-
main definition language. Technical Report, Tech. Rep.

Andrews, R. W.; Lilly, J. M.; Srivastava, D.; and Feigh,
K. M. 2023. The role of shared mental models in human-
AI teams: a theoretical review. Theoretical Issues in Er-
gonomics Science, 24(2): 129–175.

Argall, B. D.; Chernova, S.; Veloso, M.; and Browning,
B. 2009. A survey of robot learning from demonstration.
Robotics and autonomous systems, 57(5): 469–483.
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Abstract

We present the fMRI validation of an
LLM-based (Gpt-4o) Theory of Mind (ToM)
tagger for natural conversations. Tran-
scripts form natural conversations were au-
tomatically tagged as ToM+ or ToMŰ, and
associated brain activation was analyzed.
Results show signiĄcant ToM-related acti-
vation in dorsomedial Prefrontal cortex and
Orbitofrontal cortex, supporting the relia-
bility of LLM-based ToM detection.

Introduction

Theory of Mind (ToM)Ůthe cognitive ability to
attribute mental states to others is a corner-
stone of human social cognition. Recent ad-
vances in Large Language Models (LLMs) sug-
gest these models may exhibit ToM-like abilities,
raising debate on their potential for ArtiĄcial
General Intelligence (AGI) [1]. A growing trend
involves using cognitive psychology methods to
evaluate LLM behavior, exploring aspects like
reasoning abilities [2] and personality traits [3].
Growing interest is in complementing LLM eval-
uation benchmarks with these new behavioral
assessments [4]. While some empirical studies

indicate that LLM-based chatbots might be per-
ceived as empathetic [5], distinguishing these
impressions from general communication ef-
fects remains challenging. Conversely, some re-
search proposes that LLMs may exhibit genuine
ToM abilities. Kosinski (2024) found that GPT-
4 outperformed its predecessors in complex
belief-based scenarios [6]. More recent assess-
ments of GPT-4Šs ToM capabilities across both
basic and realistic social scenarios present ev-
idence that GPT- 4 demonstrates sophisticated
reasoning about charactersŠ mental states, han-
dles abstract situations, and proposes coop-
erative actions in social contexts [1]. How-
ever, several works suggest that GPT-4 struggles
with more complex social scenarios [7, 8, 9].
Despite its challenges, GPT-4 achieves signiĄ-
cant ToM recognition in linguistically focused
tasks, particularly when aided by instruction
tuning or speciĄc prompts [10, 11, 12] and due
to its exposure to vast amounts of narrative
texts [13, 14]. Here we introduce the valida-
tion of an LLM-based ToM-tagger of natural con-
versations through neural activation congruent
with regions identiĄed in social cognitive neu-
roscience, such as the temporoparietal junction
(TPJ), temporal poles (TP), medial prefrontal cor-
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tex (mPFC), and precuneus/posterior cingulate
(PCC) [15]. Particularly, the ToM tagger lever-
ages LLM (GPT-4o) to identify instances of ToM
exchanges from transcripts of authentic conver-
sations based on a pre-existing corpus [16]. Us-
ing fMRI data, we aim to (1) evaluate whether
the ToM taggerŠs markups correspond to estab-
lished ToM brain region activation and (2) in-
vestigate differences in neural responses when
participants listen or produce speech when in-
teracting with a human or a robot.

Methods

Twenty-Ąve participants were recorded with
functional MRI while carrying online natural
conversations in 4 sessions x 6 trials alternat-
ing between Human (H) and Robot (R) interlocu-
tors. The conversation is considered natural as
participants are provided with a cover story hid-
ing the actual objective of the experiment [16].
This scenario is known to elicit ToM phenom-
ena [12]. We analyzed the resulting 10 hours of
transcribed conversations segmented into Inter-
Pausal Units (IPUs, roughly corresponding to
conversational turns) using a bespoke Gpt-4o
prompt: each IPU from the participant and its
interlocutor was tagged as containing (ToM+) or
not (ToM-) references to mental states. Stan-
dard fMRI preprocessing included motion cor-
rection, spatial normalization, and brain mask-
ing, as detailed in previous work [16]. In the
current analysis, we adapted this preexisting
corpus [16] and implemented a 2 x 2 x 2 facto-
rial design to examine three factors: (1) Speaker
(Producing [P] vs.Listening [L]) to speech, (2) In-
terlocutor (Human [H] vs. Robot [R]), (3) The-
ory of Mind (sentences with ToM content [ToM+]
vs. not containing ToM [ToM-]). A Ąrst analy-
sis was run at the single participant and ses-
sion level. Subsequently, the analysis was car-
ried out using the GLMFlex/fast/four4 toolbox
running on MATLAB (MathWorks, Natick, MA).
6-mm isotropic Gaussian Ąlter smoothed ß es-
timated at the Ąrst level of analysis was en-

tered into a model that assessed both the main
effects and interactions between our factors.
SpeciĄcally, the model tested for Main Effects
(Speaker, Interlocutor, and ToM), Two-Way Inter-
actions (Speaker x Interlocutor, Speaker x ToM,
Interlocutor x ToM) and the Three-Way Inter-
action (Speaker x Interlocutor x ToM). Smooth-
ness estimation and outlier exclusion options of
the toolbox were used to optimize the validity of
results obtained with the GLMFlex/fast/four4
analysis and investigated using xjView image
viewer, and the resulting activation image, with
the threshold used, was exported for further
processing. MARSbar was used to transform
these cluster maps into a single mask for each
cluster of interest.

Table 1: ROIs for the main effect of ToM+ vs.
ToM- (T-test) and interactions between factors,
i.e., Speaker, Interlocutor, and ToM (F-tests).

Effect Region Voxels X Y Z Peak stat

Main effect of ToM+ vs. ToM- (t-value)
Left Lateral orbitofrontal cortex 563 -41 35 -16 70.78
Right Lateral orbitofrontal cortex 55 36 36 -14 37.93
Left Medial orbitofrontal cortex* 55 -8 20 -10 55.68
Left Dorsomedial prefrontal cortex* 66 -11 31 57 44.68
Interaction Speaker × ToM (F-value)
Left Temporo-Parietal Junction* 74 -58 -38 22 4032.04
Interaction Interlocutor × ToM
Left Posterior Cingulate Cortex* 55 -6 -54 34 3322.08
Interaction Speaker × Interlocutor × ToM
Left Ventral posterior temporal cortex 61 -53 -63 -15 5827.30

Figure 1: Brain ROIs showing signiĄcant acti-
vation (p < 0.001, k > 50 voxels).

38



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

Results

We present results combining the GLMFlex and
data extraction linear statistical analysis to
complement their respective drawbacks. Re-
sults from the GLMFlex analysis T contrast
(ToM+ vs. ToM-) and F-tests of 2- and 3-way in-
teractions implying factor ToM, with a thresh-
old of p <0.001, extent k > 50 voxels are pre-
sented in Table 1. From these results, we fo-
cused on four clusters, in italics in Figure 1,
corresponding to four brain areas repeatedly as-
sociated with ToM processing. The analysis of
extracted mean values, considered at a thresh-
old of p < 0.05, only reproduced the main ef-
fect of ToM in the cluster located in the DMPFC
cluster (F(1,799) = 5.80, p = 0.016), with no
other main effect or interaction involving ToM.
In the medOFC associated with the main effect
of ToM, the same effect failed to reach signiĄ-
cance (F (1,799) = 2.63, p = 0.105)), as did the
left TPJ (F (1,799) = 2.75, p = 0.097) for the
interaction Speaker x ToM and the left PCC (F
(1,799) = 3.10, p = 0.079) for the interaction In-
terlocutor x ToM. For the latter three clusters,
all other interactions, including ToM, were not
signiĄcant (all ps > 0.200). Given these results,
we only present beta estimates per condition for
the DMPFC cluster to illustrate changes asso-
ciated with the experimental factors while em-
phasizing that only the main effect of ToM is
signiĄcant (Figure 2).

Discussion

The GLMFlex analysis revealed several ROIs
that were signiĄcantly activated by ToM con-
tent, including the left and right lateral
orbitofrontal cortex (OFC), left medial OFC
(medOFC), left dorsomedial prefrontal cortex
(DMPFC), and left temporoparietal junction
(TPJ)[15]. The signiĄcant activation of these ar-
eas by ToM+ sentences conĄrms that the ToM
Tagger accurately identiĄed the ToM-related
content in the conversations. Regarding the

Figure 2

ROIs, the main effect of ToM revealed signiĄcant
activation in the left lateral OFC, right lateral
OFC, left medOFC, and left DMPFC. The acti-
vation of the DMPFC aligns with its recognized
role in self-referential thinking and social rea-
soning, particularly in response to ToM+ con-
tent [17]. This supports previous Ąndings that
the DMPFC is essential for processing ToM- re-
lated information, irrespective of social context
or the type of interlocutor [18, 19]. This result
also revealed signiĄcant activation in the lateral
and medial OFC, consistent with its role in so-
cial cognition and decision- making processes
related to evaluating othersŠ mental states and
intentions [20]. In the results, interaction ef-
fects were also notable. The Speaker x ToM
interaction highlighted signiĄcant activation in
the left TPJ, a region associated with infer-
ring othersŠ mental states, which has also been
found to be sensitive to social role and con-
text [21]. Another interesting Ąnding stands in
the Interlocutor x ToM interaction, which re-
vealed activation in the left PCC/Precuneus,
suggesting its involvement in contextualizing
social scenarios and the involvement in pro-
cessing mental states of others while contextu-
alizing the interaction based on the nature of
the interlocutor[22].
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Abstract

Formalising information into well-
formed formulae as logical theories enables
various AI based data analysis approaches.
Cognitive behaviour therapy (CBT) is an
effective psychotherapy in treating mental
health disorders. Although CBT is imple-
mented via natural language, the most
famous approach is the 5-factor model,
which is structurally constituted by Ąve
key factors related to cognition. To enable
AI approaches to support mental health
care, we logically formalise CBTŠs 5-factor
model into logical theories as the formal
representation named CBT-5F and then
propose various AI applications of it in
mental health care.

Introduction

Logically formalising information produces log-
ical theories that are structured and well-
deĄned to be explicit and succinct [12]. Given
a logical theory, various automatic analysis
methods can be applied, e.g., deriving theo-
rems [13], detecting and repairing inconsisten-
cies [5, 10, 8] and highlighting the importance
of certain elements via graphic analysis [9].
Thus, the logical formalisation of personal in-
formation is valuable in enabling rich analyses
on a client. For example, personal knowledge

∗Authors contributed equally with the corresponding au-
thor: Xue Li, ORCID: 0000-0002-6665-2242).

graphs (PKGs), which are user-centric graphs
that have been applied to healthcare, e.g. diet
recommendations [14] as well as Ąnance [1].
However, there is no logical formalisation de-
signed to represent cognition that encompasses
a range of mental processes that are closely cor-
related with mental health and well-being, e.g.,
thinking and reasoning [11, 7].

CBT is the most extensively researched ther-
apy with robust scientiĄc evidence [3], which fo-
cuses on discovering how emotional and phys-
ical reactions are affected by cognition, e.g.,
thoughts and the interpretation of oneself, oth-
ers and events [16]. In CBT, the cognitive
model is the framework for understanding men-
tal distress or presenting problems. One of the
most widely used models is the Šhot-cross-bun
modelŠ, aka the 5-factor CBT model [6], which
empowers clients to identify unhelpful thoughts
as well as core beliefs and explore related emo-
tions and physical sensations, etc.

We propose a logical formalisation bridging AI
and the 5-factor CBT model in this paper.

CBT-5F

The main components of the 5-factor CBT
model [6] are 1) situation, the event trigger-
ing the client to have therapy; 2) behaviours,
the clientŠs actions caused by the situation; 3)
thoughts, the clientŠs ideas, opinions and be-
liefs of the event; 4) emotions, the related emo-
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tions that the client experienced; 5) physical

sensations, the clientŠs body reactions includ-
ing aches, tickles, feelings of pain, etc. Some
factors are distinguished concepts from others,
e.g., an emotion is not a thought. The ability
to identify such differences is one of the clientŠs
key learning outcomes of CBT therapy.

Accordingly, we propose CBT-5F in DeĄnition
1, where meta-predicates in (1)-(5) correspond-
ingly formalise CBTŠs Ąve factors. We employ
many-sorted logic to distinguish different con-
cepts, with unsorted quantiĄers retained and
allowing overloading predicates for the Ćexibility
to represent various clientsŠ cases [15]. A plain
structure is sufficient to represent CBT factors
where each sort is disjoint from others [2].

Definition 1 (CBT-5FŠs Language
∑

). CBT-5F

is a logical representation of the CBT 5-factors

model, whose language is
∑

= (S,C, V, F, P ),
where variables are in uppercase, S is a set of

sorts: σemo, σphy, σhum, σeve, and the rest are the

sets of constants, variables, functions and pred-

icates, respectively.
∑

allows overloading predi-

cates with different arities. In (1)-(5), n ≥ 1.

σemo ::= {happiness, excitement, sadness, ...}
σphy ::= {heavy_breath, chest_pain, ...}
σhum ::= {human(Name, Relation, ...)}
σeve ::= {event(Subσhum

, Action, Objσhum
, T ime,

Location, Context)}
situation(Id, Xσeve

) (1)

behaviours(Id, [X1_action, ..., Xn_action]) (2)

thoughts(Id, Xautomatic, Xintermediate, Xcore) (3)

emoutions(Id, [X1_σemo
, ..., Xn_σemo

]) (4)

phySensations(Id, [X1_σphy
, ..., Xn_σphy

]) (5)

In
∑

, σhum and σeve are sorts for humans
and events, and lists are used to easily check
on whether an element occurs in the clientŠs
behaviours, emotions or physical sensations.
Here, each sort should be extended when a new
constant belonging to that sort is discovered.

We propose the following three AI based ap-
plications of CBT-5F in mental health care.

1) Providing CBT guidance. In CBT-5F, sorts
can play the role of CBT psychotherapists in
helping clients identify each CBT factor in the
clientŠs scenario: check if the client misclas-
siĄed a term e.g., mistake feelings as physical
sensations due to lack of awareness. An inter-
active system can guide clients with alarms and
hints when they input their CBT information in-
correctly, which aligns with the ultimate goal
of CBT w.r.t. to empowering clients to become
their own therapists [4].

2) CBT-5F with logical rules. Logical rules can
be pre-deĄned to derive important theorems
about clients when given their CBT-5F theories,
e.g., if someone y triggered the sadness n times,
y is important in affecting the clientŠs mood and
potentially related to depression. Such infor-
mation helps clients see how signiĄcant others
might inĆuence their emotions, leading to tai-
lored therapy like interpersonal psychotherapy
to examine these relationships.

3) Graphic analysis. A theory graph can be
generated from a CBT-5F theory by extending
the theory graph designed by [9] with meta-
predicates. Such graphs contain the number
of links that exist between two elements, e.g.,
an emotion and a thought, which visualise cog-
nitive behaviours so that the client can clearly
observe their cognitive behaviour habits.

Conclusion

Based on the 5-factor CBT model in Psychology,
we designed CBT-5F, a logical formalisation of
clientsŠ cognitive behaviours. Accordingly, three
AI-based applications in mental health care are
proposed for CBT-5F: guiding clients in apply-
ing CBT by themselves; discovering hidden be-
haviour patterns and core beliefs as logical the-
orems, and visualising clientsŠ information into
theory graphs. These applications are coher-
ent with CBTŠs goal of improving clientsŠ self-
awareness and enabling them to become their
own therapists.
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Abstract

With conversational AI becoming more
prevalent in collaborative work, effective
human-AI interaction requires a mutual
theory of mind where both user and
AI understand each otherŠs goals, knowl-
edge, and limitations. While language
models show promise through techniques
like chain-of-thought reasoning, they often
struggle with domain-speciĄc tasks. We
propose that established knowledge elicita-
tion methods from psychology and human
factors Ů such as Cognitive Task Analy-
sis (CTA), Hierarchical Task Analysis (HTA),
and the GOMS model Ů can enhance AI
understanding of task workĆows and user
cognition. By integrating these techniques,
AI systems can improve workĆow reasoning,
adapt to user mental states, and foster more
effective, trustworthy collaboration.

Introduction

The popularity of conversational AI is on the
rise, resulting in a Ćood of AI-powered tools
advertised to help people complete tasks via a
user-friendly chat interface. The expectation is
that people will be able to intuitively describe
a task to the LLM agent through natural lan-
guage, and that the agents will follow the in-
structions using the tools available to them.

The current state of the art lends itself to an it-
erative process between the AI agent and user,
with the user providing feedback and the AI
agent working to incorporate that feedback and
improve its output. However, the success of this
continuous feedback loop relies both on the AI
agent accurately recognizing the userŠs inten-
tions, beliefs and goals and the user accurately
understanding the capabilities and limitations
of the AI agent.

Theory of mind (ToM) is often recognized in
humans as the ability to reason about the men-
tal states of others. As we continue to de-
sign collaborative workĆows with AI agents, it
is imperative that these systems can accurately
interpret and respond to the mental states of
their human teammates, as well as communi-
cate their own limitations and capabilities. On-
going efforts to implement ToM principles for AI
often consider shared mental models between
the AI system and a user. For example, when
an AI agent is designed to help a user complete
a task, techniques like chain of thought reason-
ing may be employed to generate the steps re-
quired to arrive at a solution, providing context
about the solution or answer that was gener-
ated. The user may then continue to interrogate
the system about its process, request changes
or accept the solution as it is.

While this chain of thought reasoning has
shown promise in simple tasks that do not re-

45



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

quire a great deal of domain speciĄc knowledge,
it has been shown to struggle in domain tasks
that rely heavily on an understanding of speciĄc
jargon or processes (Kambhampati et al. 2024).
We Ąnd that language models agents often pro-
duce incomplete or inaccurate workĆows for do-
main speciĄc tasks, leading to frustrated users
and lost trust in the system. While interroga-
tions into chain of thought reasoning can im-
prove usersŠ understanding of agent logic, a bi-
directional relationship is needed wherein the
agent also has a framework for user knowledge
and processes improve human-machine team-
ing.

We propose that improving the mutual theory
of mind between the AI and user in these col-
laborative work tasks would help users better
calibrate their expectations and better leverage
the combined strengths of the human and AI to
complete the task. Psychology and human fac-
tors disciplines have well established methods
for conducting knowledge elicitation in order to
gain a comprehensive understanding of the pro-
cesses and factors that contribute to goal com-
pletion. Common methods of eliciting knowl-
edge include conducting document analysis,
interviews, and direct observation, which al-
low for explicit descriptions of task procedures
and details regarding the strategies, challenges,
cues, and environmental conditions that may
task performance. Using complementary tech-
niques such as eye tracking, mouse or keyboard
logging, and log Ąle analysis can yield additional
insight into implicit processes by recording be-
havioral measures that can be associated with
speciĄc tasks, particularly for those that are
computer-based. Combining these methods al-
lows researchers to qualitatively and quantita-
tively represent the tasks, actions, and goals
that comprise a given task.

Human Factors Methods to Im-
prove ToM

There are many ways in which knowledge elici-
tation techniques could support a mutual the-
ory of mind in human-AI teams that have not
been well explored. Techniques like cognitive
task analysis support eliciting domain knowl-
edge and understanding of the task workĆow.
Hierarchical task analysis is another technique
for documenting task workĆows and could pro-
vide valuable information to support AI systems
in reasoning about workĆow requirements and
expectations. Models like the Goals, Operators,
Methods, and Selection Rules can be combined
with other techniques to recognize changes to
the userŠs mental state in real time. For the re-
mainder of the discussion, we describe estab-
lished elicitation techniques and consider how
they can lead to better collaborative experiences
between human and AI systems.

Cognitive task analysis (CTA) was developed
in order to document Şcomplex cognitive sys-
temsŤ (Crandall, Klein, and Hoffman 2006).
CTA provides methods to collect data about the
system beyond actions or tasks, also consider-
ing what users know, what they need to know,
and how knowledge is organized (and shared, in
the case of group activities). This includes un-
derstanding the perceptual, attentional, deci-
sion making, memory, and judgment processes
that underlie activities in support of achieving
goals. Typically, subject matter experts are in-
terviewed to provide context and comprehensive
accounts of how problems are addressed. This
approach is useful for documenting and under-
standing tasks that are more conceptual in na-
ture, rather than driven by physical actions or
processes. To this end, CTA is typically used to
inform system design by identifying tasks that
are especially cognitively demanding or rely on
expert knowledge and use insights from cogni-
tive psychology to suggest solutions and cogni-
tive requirements. Depending on the goals of
the practitioner, CTA can be represented in a
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variety of formats, for example, by graphically
representing the relationship between the goals
and the information required or by modeling
mental knowledge, tasks and decisions, and re-
sults.

One potential artifact to be drawn from CTA
are concept maps, which can be used to rep-
resent expert knowledge and have been ap-
plied across a variety of domains, from im-
proving medical education (Daley and Torre
2010) to documenting lessons learned from
retiring NASA engineers (Coffey and Hoffman
2003). Concept maps document the links be-
tween facts and concepts comprising a given
domain, can be continuously iterated upon, or
linked to related concept maps to provide addi-
tional detail. Concept maps are highly analo-
gous to knowledge graphs in that they are ca-
pable of Ćexibly conceptualizing, representing,
and integrating disparate elements that can be
used as data to represent domain knowledge
(Hogan et al. 2022). This domain knowledge
can be accessed by an AI system externally
(such as through the retrieval augmented gen-
eration (RAG) popularized by language model
systems) (Agrawal et al. 2024), or to create
large synthetic datasets that can be used to
train a model (Agarwal et al. 2021). An-
other popular elicitation technique is Hierarchi-
cal Task Analysis (HTA), which was developed
to identify the sources of performance problems
or failure, whether physical or cognitive, when
performing complex tasks (Annett and Duncan
1967; Annett, Duncan, and Stammers 1971;
Annett 2003). Beginning with an understand-
ing of task goals, major objectives can be de-
composed into subgoals or criteria necessary
to achieve the desired outcome, along with the
required operations and procedures associated
with each goal state. Diagramming this process
allows researchers to identify particularly de-
manding tasks and characterize the nature of
their complexity (for example, tasks or opera-
tions that rely on specialized knowledge, skills,
or teamwork), or how and when multiple or al-
ternate operations might be employed to achieve

a single goal. In the context of a human-AI
team, there are multiple ways in which an HTA
could improve the AIŠs representation of a work-
Ćow to improve reasoning about the task or
communicate to the user when it lacks access
to some specialized knowledge.

A Ąnal knowledge elicitation method we con-
sider is the Goals, Operators, Methods, and Se-
lection Rules (GOMS) Model. This model was
developed to describe the steps for executing
tasks that will achieve speciĄc goals, as well
as the knowledge that a person needs to ac-
complish those goals (Card, Moran, and Newell
1983). GOMS acts as an engineering model
that is particularly tied to the system(s) used,
identifying the methods used to achieve goals,
the steps, or operators, comprising individual
methods, and the selection rules used to de-
termine when one set of methods may be per-
formed over another. This methodology results
in a description of physical or cognitive actions
performed down to the most basic level, typi-
cally in the form of mouse clicks or keystrokes.
While GOMS models may consider the cognitive
processes that occur, these are seen as having
limited bearing on the overall interface design.
In this way, a GOMS analysis can be used to
evaluate human performance as they interact
with a given system. Models like GOMS can be
employed in conjunction with implicit data col-
lection to track the performance of the human-
AI team and further supplement other elicita-
tion techniques like HTA and CTA in identify-
ing when things are going well (i.e. performance
metrics are in line with expectations) and when
they are not. This provides the AI system with
the capability to recognize when problems arise
and calibrate responses appropriately. For ex-
ample, if it is determined that the user is in an
especially cognitively demanding situation the
AI model could tailor its explanations appropri-
ately (Vasconcelos et al. 2023).
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Conclusion

The above knowledge elicitation techniques rep-
resent a subset of possible methods leveraged
by the human factors community that could
support mutual theory of mind for human-AI
teams. These are complementary to many AI
approaches. For example, researchers have ex-
plored generating task workĆows to support AI
agents. However, these generally require the AI
model to successfully generate a valid workĆow
or rely on a great deal of user input to vali-
date and correct a generated workĆow (Li and
Ning 2023). Some work has explored ways to
tune models to domain tasks through external
knowledge bases and ontologies (Agrawal et al.
2024). More work is needed to explore how
established techniques like hierarchical task
analysis and concept maps could support syn-
thetic data generation in domains where it is
challenging to gather large datasets. The AI
community has also begun to explore ways of
using implicit information about the user to
guide AI systems (Nobandegani, Shultz, and
Rish 2023; Scheueman, Bishof, and Michael
2023). Models like GOMS could augment im-
plicit feedback techniques to improve an AI sys-
temŠs ability to recognize changes to userŠs cog-
nitive state and calibrate the responses accord-
ingly. In conclusion, weŠve described some com-
mon knowledge elicitation techniques and how
they can support the development of a mutual
theory of mind for a human-AI team by 1) elic-
iting expert domain knowledge for new training
datasets (i.e. CTA, concept maps), 2) identify-
ing areas of the workĆow that lend themselves
better to human or AI effort (i.e. CTA, HTA)
and 3) providing techniques to infer the userŠs
mental state in real time (i.e. GOMS). These
examples demonstrate how knowledge elicita-
tion techniques may offer novel approaches for
improving mutual theory of mind between AI
agents and users in collaborative workĆow.
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Abstract

In this paper, we present a framework
for analysis of crime mysteries that takes
into account surprisal, coherence, and their
tradeoff. Modeling the change in the
readerŠs mindset when the truth is revealed,
our framework conceptualizes the surprisal
based on the initial mindset and the coher-
ence based on the ultimate mindset. We
design metrics to measure these qualities
and apply them to real and model-generated
stories. Our initial results show that while
LLMs succeed in generating misleading sto-
ries, they struggle to generate surprises
that form a coherent story.

Introduction

Maintaining the readerŠs attention, where sus-
pense plays an important role [10, 8], is a cru-
cial aspect in story writing in general and crime
mysteries in particular. A key element in sus-
pense is surprisal [8]. Another deĄning aspect
of crime mysteries is its coherence, where the
solution to the mystery makes sense, at least in
retrospect [5].

Some computational work analyzes surprisal
in stories, based on likelihood or entropy Ű when
the likelihood of the continuation is low or when
the belief change is big [13, 12]. Other works
focus on the coherence aspect of crime myster-
ies, using them as a testbed for narrative un-
derstanding and deductive reasoning [3, 2, 11].

These works independently address the two
aspects, thus failing to model the tension be-
tween them. Indeed, while surprise results
from many possible outcomes, coherence must
rule out meaningless ones [7]. We argue that
a crime mysteryŠs true quality lies in handling
this tension, which we show is a fundamental
limitation for a single language model.

Inspired by work that models agents through
their theory-of-mind [4, 1], we develop a frame-
work to analyze crime mysteries based on the
distinction between a naïve initial mind (i.e.,
one that estimates the outcome regardless of
the authorŠs intentions) and the ultimate one,
which gives a high probability to permissible
continuations. We hypothesize that the effect of
coherent surprise arises when the naive reader
is misled and gives a low probability to the Ąnal
outcome, whereas the revelation leads to a dif-
ferent mind in which the outcome is coherent.

We further hypothesize, based on works
about the role of clues in crime mysteries [9, 6],
that the change in the readerŠs mind is a result
of the clues and their interpretation. A naïve
reader makes assumptions that lead to an in-
correct interpretation of the clues, giving a low
likelihood to the true events. Other minds real-
ize that these assumptions were incorrect. This
leads to theoretical questions as to the extent to
which the clues themselves (without the expla-
nation) limit the possible outcomes.

We propose metrics to separately measure
surprisal and coherence, as well as combined
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metrics that measure the balance between the
two. We show how these can be computed for
stories generated by LLMs and partially com-
puted for real human-written stories.

Our experiments show that while LLMs suc-
ceed in generating misleading stories, they gen-
erally fail to create clues that limit the out-
come. Models tend to be excessively creative in
the endings, leading to opposite outcomes even
when the given story includes many clues.

1 An “Open-Minded” Reader

We denote a story by x = x1, x2...xn, where xi is
the i-the paragraph in the story. In a misleading

crime mystery, we assume that one true and one
distracting culprit (=distractor) are revealed in
the story x. The distractor is a character that is
intended to be believed as the culprit.

1.1 A Naïve Reader

We deĄne a reader model, M , as a probabil-
ity distribution over the suspects Y , given a
(partial) story. Y M

i is the random variable that
represents the assumed culprit given the story
from the beginning until the i-th paragraph. In-
spired by the distinction between the ŞcrimeŤ
and ŞinvestigationŤ levels of a crime mystery [7],
we deĄne the naïve reader, M0, as one that esti-
mates the probabilities based only on the infor-
mation revealed about the crime, with the out-
come estimated regardless of the investigation.

The surprisal for the naive reader is measured
by entropy reduction ER = H(Y M

i ) − H(Y M
i−1)

and by a new score that takes into account the
phases in the story. The latter Ąnds an opti-
mal segmentation into phases [7]: introduction
(where the reader should have no opinion about
the culprit), suspicion (where the reader should
be misled), and revelation, and measures the
distance between the modelŠs prediction and the
intended distribution for the phase.

1.2 The coherent surprise trade-off

Roughly speaking, a surprise has a low proba-
bility given a premise and something coherent
has a high probability given the premise. This
forms a trade-off. Formally, we show that an
event B, which is deĄned as changing the prob-
ability of some event A from low to high, must
have a low probability. This is intuitive since
otherwise event A would have a high probabil-
ity even without knowing if B happened. In the
paper, we provide a formal proof.

If we measure surprisal based on a single lan-
guage model (i.e., a single joint probability) then
any improbable continuation necessarily does
not make sense (judging by the probability with
this model). Intermediate steps (i.e., discover-
ies) cannot create Şphase changesŤ unless one
of the steps is itself improbable. Since coher-
ent surprises are an observed phenomenon, we
conclude that using a single model is insuffi-
cient as a model for the human reader.

1.3 Multiple Reader Minds

We argue that the phenomenon is a result of
multiple, non-uniĄed, reader minds. The Ąrst
mind, M0 is the readerŠs naïve mind-state. The
second, M1, is the mind-state that is switched
to following the revelation and applied in ret-
rospect. After the revelation, the mind states
are identical. In the case of generated stories,
we assume that M1 is identical to the writerŠs
model, allowing us to sample from it.

1.4 Balanced surprisal score

Ideally, as more clues are revealed in the story,
uncertainty about the culprit should be re-
duced. In other words, we expect the proba-
bility of the true culprit under M1 to increase
monotonically. On the other hand, up to the
revelation, we expect the probability of the true
culprit by M0 to be low. In the paper we deĄne
the expected balanced surprisal score that takes
into account these expectations.
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Figure 1: A story with a sudden surprising end-
ing. The true culprit is 4 and the distractor is 1.
Sampling and direct (naive) predictions do not
converge until the very end.

2 Experiments and Prelimi-
nary Results

We measure the proposed scores for both gen-
erated and real stories. In real stories, we can
measure scores for the naïve reader based on a
prediction model. In generated stories, we can
sample from the generating model so we can
measure the coherence and balanced scores.

Generation Setup. We generate a story with
long-context LLMs. For proper comparison, we
want to control the length of the story. For
this, we provide the number of expected para-
graphs. To allow sampling based on a given pre-
Ąx, we generate the story paragraph by para-
graph. This way we can rerun the process start-
ing at any intermediate point while preserving
the exact prompts. We explicitly instruct the
model to generate a detective story with a dis-
tractor and revelation. We also instruct it to
make the story coherent such that after reve-
lation it will make sense.

Stories. We use these models to generate the
stories: Gemini-1.5, Llama-3.1, GPT-4o, and
o1. We also analyze real detective stories, com-
paring works by Arthur Conan Doyle (Sherlock
Holmes), and Agatha Christie (Hercule Poirot).

Figure 2: A story where sampling converges be-
fore direct prediction. The true culprit is 2 and
the distractor is 1.

Results. Some clear trends are revealed.
First, despite clear cases of mode-collapse in
many details (such as the names used in the
stories), the identity of the culprit is never de-
termined from the beginning. Moreover, in
most cases, the real culpritŠs identity (through
sampling) does not converge before the revela-
tion. Two examples generated by Llama-3.1-
70B-Instruct are given in Figures 1 and 2.

Analyzing real stories with naive predictions,
we see clear differences between writers. Her-
cule PoirotŠs stories tend to be more surprising,
compared to Sherlock HolmesŠs stories. PoirotŠs
stories show many distracting characters and
avoid early revelation of the culprit.

3 Conclusion

We present a framework for the analysis of sur-
prising yet coherent stories. The framework is
based on probabilistic properties and on Theory
of Mind modeling. Our framework can capture
the thin tension between unpredictability and
coherence, showing that the generation of high-
quality crime mysteries remains challenging.
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Abstract

Machine learning (ML) and human-
centered AI (HCAI) researchers have consid-
ered numerous methods to evaluate Theory
of Mind (ToM)-like capabilities in artiĄcial
intelligence (AI). These methods have inde-
pendently captured multiple aspects of ToM
capabilities (i.e., beliefs, knowledge). Re-
cent research has proposed exploring Mu-
tual Theory of Mind (MToM) as a way to un-
derstand how a humanŠs mental model and
an AIŠs user model can be mutually shaped
to beneĄt future interactions. However,
there is a lack of methods for understand-
ing the development and impact of MToM-
like capabilities in human-AI teams. We
propose using a collaborative party game
called Wavelength as a testbed to explore
the complexities of MToM-like capabilities
in human-AI teams. We compare Wave-
length to other methods (i.e., Overcooked,
Hanabi) and discuss how game mechanics
help players mutually construct, recognize,
and revise their models of their teammates.
Lastly, we brieĆy suggest how future work
can explore MToM with Wavelength.

1 Introduction

Tasks and communications among humans
have been effective due to humansŠ Theory of

Mind (ToM) capabilities: the ability to make con-
jectures about the thoughts, feelings, and in-
tentions of others [20, 1]. Recently, this con-
cept has been applied to AI systems, such as
large language models, to evaluate their abil-
ity to solve problems that require the types of
perspective-taking provided by having a ToM-
like capability [12, 21]. With the increasing use
of artiĄcial intelligence (AI) in countless user-
facing applications, it is essential to understand
if AI has ToM-like capabilities [26]. Similarly, re-
search has captured the importance of humans
accurately developing a mental model of the AI
system to improve their collaboration [1, 13].

While ToM is unidirectional [25], recent re-
search has proposed exploring bidirectional dy-
namics in human-AI teams to understand how
a humanŠs mental model and AIŠs user model
may be mutually shaped through interactions
with each other [25]. This process, also known
as Mutual Theory of Mind [25], is particularly
important during cooperative tasks where con-
tinuous behavior adaption and recursive men-
talizing are necessary [25]. ML and HCAI re-
searchers have leveraged various methods to
assess the Theory of Mind and Mutual The-
ory of Mind capabilities in human-human and
human-AI collaborations [16]. Despite these
approaches, enabling MToM can lead to insights
on how to enhance collaborations and design
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interactions with collaborative AI systems [26].
We present a case for the cooperative party

game Wavelength [6] as a unique space to study
MToM-like capabilities in human-AI teams due
to its mechanics requiring the team members
to (1) Ąnd common ground [9], (2) coordinate
perspectives [26], and (3) adapt behaviors [27].
Finding common ground is an important as-
pect of human-AI symbiosis [8] that many co-
operative games do not require and thus cannot
observe. While Wavelength does not cover all
contexts where MToM-like capabilities can ex-
ist and Ćourish, it provides an interesting space
for cooperative teaming contexts where adapt-
ing behaviors are necessary.

2 Related Work

Cooperative games have long served as a critical
testbed for understanding how humans collab-
orate with AI, offering structured environments
where shared goals between humans and AI can
be examined. Research in this area has high-
lighted the ability of cooperative games to ex-
plore user perceptions of teammates [3, 2] and
decision-making strategies [18] within human-
AI teams. Additionally, numerous recent works
in the human-computer interaction community
have investigated mental models and Theory of
Mind with cooperative games, such as Han-
abi [15, 22, 11, 5, 14, 4, 17], Taboo [19, 28],
CodeNames [23, 24], and purpose-built games
[13, 3, 2, 29, 7]. Despite research being increas-
ingly conducted in this area, previous works
have not considered nor analyzed game me-
chanics from an MToM perspective.

Hanabi. Hanabi has been increasingly popu-
lar in the space of mental/user modeling. In
Hanabi, players need to interpret their team-
matesŠ clues and predict how their teammates
will act based on what they tell them, rely-
ing strongly on their beliefs to align with their
teammateŠs beliefs. The strict communica-
tion (interpreting other playersŠ intentions) mir-
rors human intentionality strategies, and sub-

tle signaling [10]. These elementsŮcooperative
play, information asymmetry, and limited struc-
tured communicationŮmake Hanabi a com-
pelling test case for AI research, as it presents
unique challenges in modeling teamwork and
intention inference [5].

Despite the growing interest in Hanabi, recent
work has pointed out the difficulties of study-
ing Theory of Mind-like capabilities in Hanabi
with human-AI teams due to AIŠs current limi-
tations and difficulties in getting AI to play com-
petently [22]. [22] found that human superi-
ority in Hanabi stems from the manipulation
of physical game pieces, rule negotiation, and
social coordination, where AI agents still fall
short. With information asymmetry being core
to Hanabi, this presents a challenging environ-
ment to investigate human-AI teamsŠ ability to
Ąnd common ground and coordinate their be-
haviors based on ongoing gameplay.

Other Approaches. Numerous other ap-
proaches have been used to understand, sim-
ulate, and capture the Theory of Mind-like ca-
pabilities in AI [16]. For example, one coopera-
tive game, Taboo, has been considered in a ToM-
based experiment [28]. However, research has
found that people without shared knowledge
could still perform well when playing Taboo as
players do not need to rely on hidden informa-
tion or be able to predict their teammateŠs next
move[19]. Therefore, constructing a model of
your teammate may not be necessary for game
success, and the process of MToM may never be
observed. The potential to play the game with-
out both teammates needing to construct mod-
els of each other raises concerns about the suit-
ability of the game as a testbed to study MToM.

Aside from Taboo, other work explores ToM-
like capabilities in human-AI teams with an
environment derived from the game Over-
cooked [29, 7]. ANother thread of work explore
AIŠs ToM-like capabilities with the cooperative
game CodeNames [23]. CodeNames presents
similar game mechanics to Taboo and requires
more agents/humans to play, making exploring
these capabilities in dyads difficult. And, while

55



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

Overcooked may be ideal for exploring MToM
processes in human-AI teams, the task environ-
ment can get overly complex, making it difficult
to test different interventions that help human-
AI teams leverage MToM. Additionally, it is more
difficult to capture if and how team members
Ąnd common ground due to Overcooked being
task-based instead of reliant on knowledge.

3 MToM with Wavelength

Wavelength is a cooperative subjective rating
game released in 2019 by CMYK Games [6].
Wavelength is designed to assess how well play-
ers can read each otherŠs thoughts. Players
work together to score points by predicting the
location of a hidden target on a spectrum based
on a clue. The game consists of two rounds: the
clue-giving round and the clue-guessing round.

During the clue-giving round, one player aims
to provide a clue that conceptually maps to
Şwhere the provided target range is located on
the given spectrumŤ [6]. For example, if the
clue-giver was given the spectrum of simple vs.

difficult and a target region closer to the diffi-

cult side, a good clue for their teammate might
be space travel.

During the clue-guessing round, the chal-
lenge is not only in selecting the position of
the target but also in understanding Şthe psy-
chicŠsŤ thought process, which requires consid-
ering how the psychic views the spectrum in re-
lation to their teammate, the clue they provided,
and where the target falls on the spectrum. The
gameŠs outcome is successful when the playersŠ
perceptions align, making it an attractive tool to
assess Mutual Theory of Mind.

Imagine the following gameplay example with
an AI teammate: in the Ąrst round, the AI
has the spectrum underrated skill vs. over-

rated skill and gives the human the clue prompt

engineering as an overrated skill based on its
assumption that the human does not know
about the struggles and difficulties associated
with prompt engineering. However, the human

guesses the target region is closer to underrated

skill as they have themselves struggled with
prompt engineering, and they imagine that the
AI would level with them on such a skill being
difficult.

Informed by our own play of Wavelength and
observation of strangers playing the game to-
gether, we argue that a teamŠs success at Wave-
length is strongly tied to knowing about your
teammate and being able to recognize what your
teammate knows about you. This awareness oc-
curs during the review of the guessing round
when you and your teammate see the clue, tar-
get location, and guessed location, helping play-
ers naturally recognize their [incorrect] models
of their teammates and sparking conversations
to Ąnd common ground and ŞreviseŤ those mod-
els of each other. By Ąnding common ground
through gameplay, players coordinate their per-
spectives by [mis]aligning clues/guesses and
adapt their behaviors by tailoring future clues,
strengthening their teamŠs performance. While
these can be captured through Wavelength,
other games (i.e., Hanabi, CodeNames, Over-
cooked) cannot due to the game mecahnics.

4 Conclusion

Large language models have been shown to
be capable of playing games [?, 24], which
is why we believe AI can play Wavelength as
well. Wavelength can allow for the explo-
ration of MToM-like capabilities within human-
human, AI-AI, and human-AI teams. Wave-
length can help address challenges such as if
a certain architecture has ToM- and MToM-like
capabilities. Additionally, the game presents
a unique design space for methods that help
human-AI teams more effectively construct,
recognize, revise, and maintain their models of
each other throughout collaborations. Wave-
length game mechanics allow for easy measure-
ment of subjective and behavioral observations
of a teamŠs MToM through game score, align-
ment of clue/guess rationalizations, and per-
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ception of clue personalization. Ultimately, we
hope this initiates engaging conversations and
studies across the AI and HCAI communities
to progress human-AI collaborations through
novel approaches for Mutual Theory of Mind-
like capabilities.
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Abstract

This paper critically re-examines
the ToMnet familyŠs approach to Ma-
chine Theory of Mind through our
open-source model, ToMnet-N. While
ToMnet-N replicates and extends prior
experimentsŮincluding a re-implemented
False-Belief test inspired by classical
paradigms [1]Ůour analysis shows that
its success largely stems from pattern
recognition supported by targeted training
rather than genuine inference of mental
states [12, 11]. We discuss architectural
modiĄcationsŮsuch as the omission of a
historical Mental Net [2] and the adoption
of an autoregressive RNN enhanced by a
novel map generation method based on
Wave Function Collapse [19]Ůand propose
that achieving true Machine Theory of
Mind may require a paradigm shift beyond
current meta-learning frameworks [10, 17].

Introduction

The ambition to endow machines with a Theory
of Mind (ToM)Ůthe ability to attribute beliefs,
desires, and intentionsŮhas profound implica-
tions for humanŰmachine interaction [3, 18].
Early models, such as DeepMindŠs ToMnet [16],
demonstrated that meta-learning frameworks
could predict agent behavior in simpliĄed grid-

world environments. Yet, subsequent critiques
have raised concerns that such systems may
rely on memorized patterns rather than emu-
lating genuine mental state inference [12, 9].
In this work, we introduce ToMnet-N [14] as an
evolution of these approaches and critically as-
sess its capability to replicate human-like ToM.

Background

ToMnet was originally developed to predict
agentsŠ trajectories and goal consumption in
grid-world settings [16]. Its success spurred the
development of several derivative modelsŮsuch
as ToMnet+ [2], ToMnet-G [20], and Trait-ToM
[13]Ůeach extending the methodology to more
complex tasks. Despite these advances, evi-
dence suggests that performance improvements
may derive from memorization of training pat-
terns rather than from authentic mental state
inference [12, 11]. Moreover, classical psy-
chological tests like the False-Belief Test [1,
5]Ůwhich even young children pass with min-
imal exposureŮhighlight the gap between hu-
man cognition and current computational mod-
els.
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ToMnet-N Development

To address these limitations, ToMnet-N incor-
porates several key modiĄcations:

• Autoregressive Prediction: Rather than
predicting multiple outputs simultane-
ously, ToMnet-N iteratively forecasts the
next action, thereby reducing reliance on
historical data that may bias learning [2].

• Exclusion of the Mental Net: Previous
models incorporated a module to process
historical trajectories; by omitting this com-
ponent, ToMnet-N mitigates shortcut learn-
ingŮa phenomenon where the model lever-
ages spurious cues rather than under-
standing underlying mental states [7].

• Enhanced Environmental Variability: We
employ a novel map generation technique
based on the Wave Function Collapse al-
gorithm [19], which produces diverse and
challenging environments. This variability
reduces the likelihood that the model can
rely solely on memorized patterns.

Experimental Analysis

In our experimentsŮreplicating core setups in-
cluding a False-Belief test modeled after the
Sally-Anne paradigm [1]ŮToMnet-N demon-
strated accurate trajectory predictions. How-
ever, its success appears predominantly due to
recognizing patterns from training data (with
approximately 10% dedicated to False-Belief
scenarios [16]) rather than deriving genuine
mental state representations [12]. These Ąnd-
ings resonate with broader concerns regarding
shortcut learning in deep neural networks.

Discussion

The limitations observed in ToMnet-N suggest
that current meta-learning architectures may

be inherently constrained in capturing the nu-
anced Theory of Mind inherent in human cog-
nition [17]. Although models like ToMnet and
its derivatives have shown promise in pre-
dicting agent behaviorŮsometimes rivaling the
predictive capabilities seen in human stud-
ies [8]Ůthe extensive data requirements (e.g.,
millions of training trajectories [16]) contrast
sharply with the spontaneous ToM abilities ob-
served in young children [1, 5]. Achieving gen-
uine Machine ToM may require new architec-
tures that integrate insights from cognitive sci-
ence and multi-modal reasoning frameworks
[6, 10].

Conclusion

ToMnet-N provides a valuable case study in
evaluating the limits of ToMnet-like approaches.
Despite its architectural improvements and en-
hanced environmental variability, the modelŠs
performance remains primarily a consequence
of pattern recognition rather than true men-
tal state inference. Our analysis underscores
the need for a paradigm shift in computational
frameworks if we are to bridge the gap be-
tween artiĄcial and human-like Theory of Mind
[15, 21]. Future research should explore in-
tegrative models that leverage multi-modal in-
puts to more authentically replicate the cogni-
tive processes underlying human ToM.
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Introduction

AI collaboration is a unique challenge that re-
quires the combination of multiple viewpoints
and sources of information to reach a common
goal. In human-human interaction, this collab-
oration is often said to rely on theory of mind
(ToM), the ability to take someone elseŠs per-
spective and make estimations of their beliefs,
desires and intentions, in order to make sense
of their behaviour and attitudes towards the
world [9, 1]. It seems logical to apply a similar
strategy for machines: Use ToM to align and
use shared perspectives. However, we know
from human-human interaction that the use of
ToM is quite costly [8] and prone to error [12].
This invites research into alternative strategies
that can effectively support interaction.

Here we implement and test such an alter-
native: Common Ground (CG) as introduced
by Clark and Marshall [4, 3]. During our
workshop talk, we discuss two simple compu-
tational models of intelligence that each try to
solve a cooperative counting game called ŚThe
GameŠ. Both models initially use an active (and
relatively costly) form of reasoning inspired by
ToM, but later defer to a passive (computa-
tionally cheap) strategy using a learned CG.
We also discuss how our Ąndings Ąt into the
literature on human-human interaction.

The Game

Setup Our experiments use a two-player vari-
ant of ŚThe GameŠ [2], in which players are not
allowed to verbally communicate. ŚThe GameŠ
itself consists of 98 cards, ranging between
2 and 99, and four play piles, two of them
starting at 1 and two of them starting at 100.
The piles starting from 1 are used to count
up, and the piles starting from 100 are used
to count down. At the start of the game, the
98 cards are randomly shuffled, after which
each player is handed 7 cards. Players are not
allowed to share information about the cards
they have on hand. The rest of the cards is put
into a central pile, face-down, as a draw pile.

Game-play After determining the starting
player (in our version this is always player 1),
players take turns to each play at minimum
two cards on one of the four central piles. It
is allowed to play all seven cards on hand.
An example play would be to play a Ś3Š on one
of the piles starting with a Ś1Š (the new start
then becoming Ś3Š), and playing a Ś96Š on one
of the piles starting from Ś100Š (now starting at
Ś96Š). After Ąnishing their turn, players pass
their turn and draw new cards from the deck
(back up to seven cards). The one exception
to the play direction is when the card has a
difference of Ś10Š from the starting card - then
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it may be used for either direction (i.e., 15 ŚupŠ
may become 5 ŚupŠ). The goal is to play every
card in their hands and the deck Ű the Ąnal
score equalling the number of played cards. An
example is available in Figure 1.

Figure 1: Counting example in ŚThe GameŠ. Ś10Š
jumps can reset the counting process.

Risk Assessment Players are not aware of the
cards in their partnerŠs hands, nor the cards
that are still in the draw pile. Since players have

to play at least two cards per turn, they may
be forced to play cards that signiĄcantly raise
or decrease the count of a pile. It is, there-
fore, beneĄcial to play Śclose enoughŠ cards in
addition to the two mandatory cards, to en-
sure that as many cards are played before it is
too late. Players have to coordinate with each
other and perform risk assessments on whether
they should or should not play a certain third,
fourth, etc. card in their hands. This coor-
dination becomes easier with verbal communi-
cation, but our version is deliberately without
verbal communication in order to increase the
need for modelling the otherŠs strategy based on
input from the game-play only.

Model Descriptions

Associative Learning Model The Ąrst model
that we implemented is an associative learn-
ing [11] model (ALM), in which agents with dif-

ferent, randomly initialized, personalities learn
ŚThe GameŠ by observing each otherŠs behaviour
and how this affects the game environment [10].
These personalities consist of three features:

1. Self-benefit evaluates score improvement Ű
adjusted based on whether an agentŠs own
decisions impacted the Ąnal score;

2. Eagerness looks at the number of cards
played by a partner, and to accommodate
by also playing fewer/more cards Ű adjusted
based on whether accommodation leads to
score improvement;

3. Cooperativeness evaluates an agentŠs
trust in its partner Ű adjusted based on
whether the combination of self-beneĄt
and eagerness of both agents leads to
overall game-play success.

By adjusting these features to inĆuence
whether a computational agent plays an ad-
ditional card with a certain difference to a
central pile, agents will eventually Ąnd the
right values that work in tandem with their
partner. It does so by calculating whether
the Self-benefit to play a card outweighs its
Eagerness (playcard : selfBen ∗ totalNumCards >
eagerness ∗ difFromTopCardcard; Cooperative-

ness modulates the strength of the Eagerness

update). During this process, both agents
observe if the behaviour of the other changes,
i.e., whether they stop changing the number
of cards they play, and if their combined be-
haviours still improve the score. If an agent
thinks a partnerŠs behaviour has stabilized
(number of cards played and an unchanged
score for n games), it stops mapping their
behaviour, and locks in its current personality
towards them, assuming there to be CG. Both
agents make this decision individually. If they
make this decision at a similar moment, the
game-play remains stable: The agents have
found CG on a combined strategy to solve the
game. If either agent is wrong, then the col-
laboration becomes less fruitful, as one agent
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keeps updating its values, while the other is
blissfully unaware.

Simulation Theory of Mind Model The
second model that we implemented is inspired
by simulation ToM [7], using explicit recursive
reasoning steps [5, 6]. Initially, it evaluates the
value of the maximum card difference it can
still play without blocking any of its partnerŠs
cards, with a (learned) 20% chance that the
partner will probabilistically have a card lower
than this value (playing a gap of 40 is irrational,
playing a gap of 3 less so Ű ŚIŠm okay with play-
ing a count of 3, because the probability of my
partner having a 0-3 difference card is p ≤ 0.2).
Then, through ToM, it considers ŞIf I account for
their space, I should only play a 0-2 difference
in case they do have a card thatŠs 3 higher."
(ToM level-1). This process continues until the
gap is 0 difference (ToM level 2 would be 0-1).
As accounting for oneŠs partner too much is
an overly cautious approach that will lead to
oneŠs own cards becoming unplayable, it is in
the agentsŠ best interest for one of them to play
exactly one ToM level higher than their partner.
This accounting for the partnerŠs nature allows
for a collaboration beyond game optimisation.
Once an agent is certain of its partnerŠs ToM
level, it ŚfreezesŠ the difference ranges it plays
given a speciĄc situation, no longer explicitly
modelling its partner: It relies on the values
established in previous interactions.

Model Comparison

Both models can map learning to play ŚThe
GameŠ successfully. ToM agents are able to
play with ToM agents Ű and the ALM agents
can play with ALM agents. Play of the ALM
generally slowly stabilizes at 88 out of 100
points. Depending on the initial personalities,
it starts around 45-60 out of 100 points. The
ToM model stabilizes around 83 to 85 points,
depending on the ToM levels of the two agents
playing the game, but does so quickly. This

model similarly starts around 45-60 points if it
has not yet learned the right probabilities.

Most importantly, our agents show a play-
quality retention after they stop explicitly
modelling fellow agents, provided they Ąnd a
shared approach. For the ALM, this means
that the personality values are Ąxed once both
parties think they agree to a Śbest strategyŠ col-
laboration, and for the ToM model this means
that both parties agree on a collaboration
based on what value difference an agent will
risk for playing an extra card. In both cases,
no new estimation about partner personality or
ToM is required, while the results remain the
same, even in new games.

Discussion

Interestingly, the models perform (collabora-
tively) quite similarly. Self-beneĄt in the ALM
and the p-value estimation in the ToM Model
both act as means to Ąnd an economically opti-
mal solution, whereas the ALMŠs eagerness and
the ToM modelŠs ToM estimation help to Ąnd the
right value for collaboration. Both models can
be tuned in such a way that their onset strat-
egy is no longer required once agents are well-
acquainted. ALM agents successfully hold on to
their learned behaviour to retain performance,
no longer needing any model updates, and ToM
agents can freeze the Śmax differenceŠ instead
of simulating the ToM of their partner. Knowl-
edge of both oneŠs partner and the speciĄc task
are crucial, but once that knowledge is there,
the shared alignment overcomes the excessive
need for types of explicit perspective modelling.

Acknowledgements

This research is part of the Hybrid Intelligence
gravitation programme Ű number 024.004.022,
Ąnanced by the Netherlands Organisation for
ScientiĄc Research (NWO).

66



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

References

[1] Ian Apperly. Mindreaders: the Cognitive

Basis of "Theory of Mind". Psychology
Press, 2010.

[2] Steffen Benndorf. The game. https:

//boardgamegeek.com/boardgame/173090/

the-game, 2024. Accessed: 2024-12-11.

[3] Herbert H Clark. Using Language. Cam-
bridge University Press, 1996.

[4] Herbert H Clark and C. R. Marshall.
DeĄnite reference and mutual knowledge.
In Elements of Discourse Understanding,
pages 10Ű63. Cambridge, England: Cam-
bridge University Press, 1981.

[5] Harmen De Weerd, Rineke Verbrugge, and
Bart Verheij. Theory of mind in the Mod
game: An agent-based model of strate-
gic reasoning. In Proceedings ECSI 2014,
pages 128Ű136, 2014.

[6] Harmen De Weerd, Rineke Verbrugge, and
Bart Verheij. Higher-order theory of mind
is especially useful in unpredictable ne-
gotiations. Autonomous Agents and Multi-

Agent Systems, 36(2):30, 2022.

[7] Vittorio Gallese and Alvin Goldman. Mir-
ror neurons and the simulation theory
of mind-reading. Trends in Cognitive Sci-

ences, 2(12):493Ű501, 1998.

[8] Penelope A. Lewis, Amy Birch, Alexander
Hall, and Robin I. M. Dunbar. Higher order
intentionality tasks are cognitively more
demanding. Social Cognitive and Affective

Neuroscience, 12(7):1063Ű1071, 03 2017.

[9] David Premack and Guy Woodruff. Does
the chimpanzee have a theory of mind? Be-

havioral and brain sciences, 1(4):515Ű526,
1978.

[10] Ramira van der Meulen, Rineke Verbrugge,
and Max van Duijn. Common ground pro-
vides a mental shortcut in agent-agent in-
teraction. In HHAI 2024: Hybrid Human

AI Systems for the Social Good, pages 281Ű
290. IOS Press, 2024.

[11] Edward A Wasserman and Ralph R
Miller. WhatŠs elementary about associa-
tive learning? Annual Review of Psychol-

ogy, 48(1):573Ű607, 1997.

[12] Ross Wilson, Ales Hruby, Daniel Perez-
Zapata, Sanne W van der Kleij, and Ian A
Apperly. Is recursive ŞmindreadingŤ really
an exception to limitations on recursive
thinking? Journal of Experimental Psychol-

ogy: General, 152(5):1454Ű1468, 2023.

67



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

How Well Can Vision-Language Models Understand
HumansŠ Intention? An Open-ended Theory of Mind

Question Evaluation Benchmark

Ximing Wen, Mallika Mainali, Anik Sen

College of Computing and Informatics, Drexel University, Philadelphia, USA
xw384@drexel.edu, mm5579@drexel.edu, as5867@drexel.edu

Abstract

Vision Language Models (VLMs) have
demonstrated strong reasoning capabilities
in Visual Question Answering (VQA) tasks;
however, their ability to perform Theory of
Mind (ToM) tasks, such as inferring hu-
man intentions, beliefs, and mental states,
remains underexplored. We propose an
open-ended question framework to evalu-
ate VLMsŠ performance across diverse cat-
egories of ToM tasks. We curated and an-
notated a benchmark dataset of 30 im-
ages and evaluated the performance of four
VLMs of varying sizes. Our results show
that the GPT-4 model outperformed all
the others, with only one smaller model,
GPT-4o-mini, achieving comparable perfor-
mance. We observed that VLMs often strug-
gle to infer intentions in complex scenar-
ios such as bullying or cheating. Our Ąnd-
ings reveal that smaller models can some-
times infer correct intentions despite rely-
ing on incorrect visual cues. The dataset is
available at https://github.com/ximingwen/
ToM-AAAI25-Multimodal.

Introduction

Understanding human intentions through vi-
sual cues is a fundamental aspect of social
intelligence, allowing effective communication,

collaboration, and interaction [2]. This capa-
bility, often referred to as the Theory of Mind
(ToM), involves the ability to infer the beliefs,
desires, and intentions of others based on ob-
servable behaviors and environmental contexts
[9, 7, 12].

Recent advances in VLMs have demonstrated
impressive abilities in multimodal reasoning,
combining visual and textual information to
perform complex tasks [5, 10, 13]. However,
their capability to perform ToM-like reasoning,
speciĄcally in interpreting intentions from vi-
sual cues, remains underexplored. For exam-
ple, Etesam et al. [4] only investigate the emo-
tional component of ToM, instead of exploring
more broad categories such as intentions, re-
ligions, etc. Jin et al. [6] frame the ToM task
as a binary choice question, without requiring
VLMs to engage in open-ended reasoning. Con-
sequently, this approach may not fully capture
the VLMsŠ capability to perform ToM tasks.

To further highlight, ToM tasks present
unique challenges for VLMs, requiring both vi-
sual feature extraction and contextual reason-
ing to infer hidden mental states. Thus, our
study, which evaluates VLM performance on
ToM tasks through an open-ended question
framework, is pivotal to assessing VLMsŠ capac-
ity for advanced multimodal understanding and
social intelligence.
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Open-ended Question Frame-
work

In this study, we aim to investigate the capabil-
ity of VLMs to perform ToM tasks by testing their
ability to interpret intentions based on visual
cues in images. To fully evaluate whether VLMs
truly understand humansŠ intentions, we pro-
posed an open-ended question framework com-
posing the following three research questions:

• Q1: How effectively can VLMs identify
human intentions in visual scenarios?

• Q2: Can VLMs recognize accurate vi-
sual cues and use them to perform ToM
tasks?

• Q3: Can VLMs comprehend human in-
tentions sufficiently to make reasonable
future inferences?

Q1 focuses on inferring individualsŠ mental
states and intentions, a core ToM skill. Q2 ex-
amines the modelŠs ability to identify and ar-
ticulate visual cues, linking observations to in-
ferred mental states. Q3 evaluates predictive
reasoning asking the model to infer potential fu-
ture actions or events based on the scene.

By designing tasks that require inferring the
purpose or mental state of individuals depicted
in diverse scenarios, we seek to evaluate the
extent to which models align with human-like
reasoning in visual intention understanding.
Our Ąndings contribute to research on VLMs
by highlighting their strengths and limitations
in approximating human cognition, paving the
way for socially aware AI advancements.

Data Development

Data Collection We deĄned 30 scenarios
based on two intention categories (emotion-
based and action-based) and images sourced
from platforms including iStock, Shutterstock,

Unsplash, and Pexels under appropriate li-
censes to ensure copyright compliance. We only
included images that conveyed clear intentions
with measurable visual cues, such as facial ex-
pressions, body language, interaction with ob-
jects, and eye gaze that indicated the mental
states and intentions of the individuals. Each
image underwent a comprehensive review to en-
sure suitability for research objectives and im-
ages with ambiguous cues were excluded. The
Ąnal dataset provides diverse and suitable con-
tent for research. An overview of the dataset is
shown in Figure 1.
Data Annotation Each author annotated a
subset of 10 images, providing detailed descrip-
tions in three categories: intention, visual cues,
and future inference. A third-party evaluator
reviewed and validated the 30 annotations to
ensure consistency and accuracy, conĄrming
that they accurately captured intentional ac-
tions, visual cues, and potential future infer-
ences.

Experimental Design

Task We designed a structured prompt to
generate responses from VLMs that aligned
with the objectives of this study. The prompt is
as follows: "Based on the given image, answer

the following in one sentence each: (1) What do

you think is the intention, mental state, feeling

or belief of each person in the image? (2) What

visual cues in the image helped you determine

what people might be thinking or feeling? (3)

Can you infer what might happen next?" VLMs
were expected to extract the intentions from
the image, recognize visual cues that support
the inferred intention, and generate plausible
future scenario descriptions consistent with
the context of the image.

Models We evaluated the performance of four
VLMs - GPT-4 [1], GPT-4o-mini (8B parameters)
[11], Deepseek v1 (7B parameters) [3], and
LLaVA (7B parameters) [8]-in inferring ToM
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Figure 1: An overview of the three samples used for this work to evaluate Theory of Mind (ToM)
capabilities of three vision language models (VLMs). This preview shows the intention generated
using two VLMs: LLaVA (7B) and GPT-4, along with the human-annotated intention.

components from images.

Evaluation Model responses were manually
compared with human annotations using a
scoring system based on keyword relevance and
accuracy. A score of 1 was given for responses
with correct or synonymous keywords that ac-
curately described the context. Partially correct
responses were given a score of 0.5. Smaller
models, such as DeepSeek, often identiĄed in-
tentions correctly, but struggled with scenario
details, such as misidentifying gender or ob-
jects. While object recognition errors were ig-
nored for the ŚintentionŠ category, these inaccu-
racies were given a score of 0.5 in the Śvisual
cuesŠ category. Responses without relevant key-
words were given a score of 0.

Result and Discussion

We assessed the performance of VLMs across
three ToM tasks using our metric. The re-

sults, presented in Table 1, display the accu-
racy scores out of 30 for each category.
Accuracy across three ToM tasks Among
the four models tested, GPT-4 performed the
best on all tasks. Despite being a smaller
model, GPT-4o-mini had comparable scores.
In contrast, LLaVA-7B achieved signiĄcantly
lower scores, indicating its limited ability to
interpret subtle visual cues and make accu-
rate inferences. Deepseek v1-7B outperformed
LLaVA-7B but underperformed compared to
GPT-based models.

VLM Intention Visual Cue Future Inf.

GPT4 27 27 28
GPT4o-mini 27.5 27 27.5
LLaVA-7B 7.5 8.5 7
Deepseek-7B 17 16.5 16

Table 1: Performance of VLMsŠ responses for in-
ferring intention, visual cues, and future infer-
ence
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What types of human intentions can VLMs
recognize? We found that GPT-based mod-
els could identify a range of human intentions,
such as determination, care, frustration, com-
passion, praying, and bullying. Deepseek v1-
7B could recognize some intentions, but strug-
gled with subtle ones such as emotional dis-
tress, frustration, and bullying. LLaVa-7B was
unable to identify most human intentions. In-
terestingly, none of the four VLMs could accu-
rately identify when a person intended to cheat
during an exam. They misinterpreted them as
ŚfocusedŠ or ŚmultitaskingŠ.

Can VLMs accurately capture visual cues to
infer human intentions? Our analysis re-
vealed that GPT-based models can interpret vi-
sual cues and infer human intentions, with
GPT4o-mini occasionally making minor errors,
such as mistaking a purse for a camera, but still
capturing overall intentions accurately. How-
ever, all the four models struggled with con-
textual nuances, misidentifying religious attire
(cassock and stole) as graduation robes, leading
to incorrect inferences.

Deepseek v1-7B could interpret body lan-
guage but often misclassiĄed facial expressions,
associating direct gazes with engagement and
indirect gazes with disinterest. This led to er-
rors, such as misclassifying a police interroga-
tion as a hospital scene, and mislabeling bul-
lying as Śamusing interaction.Š It also failed
to identify professions based on visible uni-
forms, such as ĄreĄghters and police officers,
despite accurately inferring intentions. LLaVA-
7B struggled to understand most visual cues.

Can VLMs accurately interpret human inten-
tions well enough to make reasonable future
inferences? We found that, in most scenar-
ios, GPT-based models made reasonable future
inferences, often suggesting practical steps for
conĆict and emotional distress. Deepseek v1-
7B also made reasonable future inferences, but
its inaccuracies in intention recognition led to
occasional errors. LLaVA-7B struggled with fu-
ture inferences, often citing limited capabilities.

Conclusion & Future Direc-
tions

Our analysis shows that while some VLMs can
infer human intentions from visual scenarios,
they often need further Ąne-tuning to contex-
tualize subtle cues. In future work, we plan
to incorporate a reasoning template to guide
VLMs in generating more contextually accurate
responses by ensuring that key elements are
considered in their reasoning process.
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Abstract

This work explores the design, imple-
mentation, and usage of generative agents
towards simulating human behaviour.
Through simulating (mis)information
spread, we investigate the emergent social
behaviours they produce.

Generative agents exhibit novel and re-
alistic emergent social behaviours, such as
deception, confrontation, and internalized
regret. Using deception, agents avoid cer-
tain conversations. Through confronta-
tion, an agent can verify information or
even apologize for their actions. Lastly,
internalized regret displays direct evidence
that agents can internalize their experi-
ences and act on them in a human-like
way, such as through expressing remorse
for their actions.

The social behaviours demonstrated by
generative agents, such as deception, con-
frontation, and internalized regret, suggest
a preliminary avenue for considering ele-
ments of a Theory of Mind (ToM) in LLM-
based systems. While these behaviors do
not represent genuine understanding or in-
tentionality, they indicate a capacity to sim-
ulate human-like responses to social and
informational dynamics. For example, in-
ternalized regret hints at a mechanism for
contextual adaptation, which could be seen
as a rudimentary step toward representing
aspects of human mental states.

Introduction

Generative agents [3] are a design framework
utilising generative artiĄcial intelligence (GAI),
such as large language models (LLMs), to emu-
late realistic human-like behaviour. Generative
agents have the ability to operate independently
and creatively make decisions to reach a goal
with only simple suggestions injected at initial-
isation.

Modeling complex systems has been a his-
torically difficult task. Systems with many
independent and complex actors can produce
unexpected dynamics and emergent behaviour
that are intractable to predict. As such, many
researchers have utilised agent-based models
to evaluate the behaviours of complex sys-
tems. Agent-based modeling systems like Net-
Logo [4] and Swarm [1, 2] have revolutionised
researchersŠ ability to perform these simula-
tions. However, these tools are limited by hu-
man knowledge and the practicality of imple-
menting complicated behaviours. While many
systems can be modeled using simple agents
with a Ąxed set of valid actions, actors like hu-
mans, viruses, Ąnancial markets, and others of-
ten greatly exceed the bounds of our knowledge
and ability to implement all feasible behaviours
and decisions. To this end, GAI may be lever-
aged to model complex systems.

One particularly signiĄcant application of in-
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terest for generative agents is towards emulat-
ing (mis)information spread. Modelling infor-
mation spread is particularly difficult on small
scales where in-person word-of-mouth commu-
nication is common, such as at the individual
or community level.

Through a series of controlled simulations,
we identify key technical dynamics and emer-
gent behaviours of generative agents. Our
work suggests that generative agents demon-
strate realistic conversational patterns while
being robust to (mis)information spread with-
out deliberate encouragement. Further, gen-
erative agents display novel emergent social
behaviours, such as deception, confrontation,
and internalized regret. Model-generated hal-
lucinations run the risk of harming simula-
tion realism, but may also confabulate ex-
planations for logical gaps and oversights of
the implementer, improving realism. Simul-
taneously, novel dynamics dubbed Şcontex-
tual eavesdroppingŤ and Şbehavioural poison-
ingŤ cause the simulation framework to un-
intentionally leak private information to an
agent, or signiĄcantly alter an agentŠs be-
haviour, respectively. Our code is avail-
able here: https://github.com/nyoma-diamond/

evaluating_generative_agents and Supplemen-
tary Material for this work can be accessed at
https://osf.io/dy2u4.

Discussion

Generative agents are vulnerable to halluci-
nations, leakage, and poisoning

Our experiments highlighted critical techni-
cal dynamics and phenomena induced by
the frameworkŠs design and underlying model.
These included the well-known anomaly of hal-
lucination, and novel dynamics we dub Şcon-
textual eavesdroppingŤ and Şbehavioural poi-
soningŤ. Hallucinations induce notable inac-
curacies which may result in unrealistic be-
haviour; however, some hallucinations, or con-

fabulations, can be beneĄcial by Ąlling logical
gaps, thereby enhancing the realism of sim-
ulations by resolving discontinuities and un-
intended omissions. Contextual eavesdrop-
ping occurs when the framework unintention-
ally leaks information to an agent during inter-
actions.

Generative agents display significant realis-
tic emergent social behaviours

We observed a series of emergent social be-
haviours presented by agents in our simula-
tions. SpeciĄcally, generative agents exhibited
behaviours such as deception, confrontation,
and internalised regret. These novel behaviours
enhance the realism of our simulations and
highlight signiĄcant variables within the under-
lying generative model that may strongly im-
pact agent behaviour and realism. Through de-
ception, agents could avoid conversations much
like a human might. Through confrontation, a
rumourmonger attempts to verify the contents
of a rumour or apologise for their actions. Fi-
nally, through internalised regret, we see that
agents can internalise their experiences and act
on them in a human-like way, such as through
expressing remorse for their actions.

Concluding remarks

The behaviors exhibited by generative agents,
including deception, confrontation, and inter-
nalized regret, provide an initial framework for
exploring aspects of a Theory of Mind (ToM) in
LLM-based systems. Although these behaviors
do not equate to genuine understanding or in-
tentionality, they highlight the systemŠs ability
to mimic human-like responses to social and in-
formational contexts. For instance, the expres-
sion of internalized regret demonstrates a ca-
pacity for contextual adaptation, which could
be considered a rudimentary step toward rep-
resenting elements of human mental states in
a purely computational manner.
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Abstract

Most Multi Agent Reinforcement Learn-
ing (MARL) approaches assume agents
do not explicitly represent others, in-
stead bundling them with the environ-
ment. This simpliĄes learning by treat-
ing agents as independent, given the en-
vironment. We propose a Theory of Mind
(ToM)-inspired approach, where agents in-
fer teammatesŠ goals to enhance collabora-
tion. By explicitly modeling these goals,
agents can learn more complementary poli-
cies, improving coordination beyond tradi-
tional MARL methods.

Introduction

In reinforcement learning (RL), agents interact
with an environment to maximize expected cu-
mulative rewards, typically using a discount-
ing factor. Multi-agent RL (MARL) extends
these principles to settings involving multiple
agents [1]. Despite the obvious interdepen-
dencies that exist between the agents, exist-
ing work in MARL typically assumes that each
agent does not maintain an explicit representa-
tion of the other agents. Instead, each agent im-
plicitly captures these agents by bundling them

together with the environment. This assump-
tion signiĄcantly simpliĄes the learning pro-
cess since it essentially decouples the learn-
ing process of the agents as they are now inde-
pendent of each other given the environment.
In this paper, we propose an alternative ap-
proach inspired by ToM [10, 16], where agents
are equipped with the capability of inferring the
knowledge or goals of their teammates to im-
prove collaborative performance. We hypothe-
size that, by explicitly representing the team-
matesŠ goals, each agent can learn policies that
better complement their teammates than exist-
ing MARL approaches. This paper explores the
implications of incorporating ToM for coopera-
tive behaviors in MARL environments using a
case study of a known MARL problem where
agents are 1) fully cooperative, 2) lack explicit
communication capabilities, and 3) operate in
a fully observable shared state environment.

Preliminaries

A single-agent sequential decision process is
modeled as a Markov decision process (MDP)
consisting of ⟨S,A, T, R, γ⟩. At each interaction
step t, the agent receives a state st ∈ S and takes
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an action at ∈ A according to its policy π(s|a).
The environment provides a reward rt and tran-
sitions to state st+1 according to the function
T (st+1|st, at). The agent aims to learn a pol-
icy that maximizes the return G =

∑∞
k=0 γ

krt+k,
with a discount factor γ ∈ [0, 1).

A multi-agent sequential decision process in
RL is often modeled as a multi-agent MDP
(i.e., a Markov game) for n agents as the tuple
⟨S,A1, . . . , An, T, R, γ⟩. S is the set of all possible
joint environment states; A1, . . . , An is the set of
actions available to each agent; T is the state
transition function based on the joint state and
the agentsŠ actions, T (st+1|st, a1,t×· · ·×an,t); the
reward is a team reward, R : S×A1,× · · ·×An →
ℜ; and γ is the discount factor. This formula-
tion suits the set of assumptions we presented
earlier and also means that, for now, all agents
share a single model of the environment, they
all have the same action set, and they are fully
cooperative as they share the same goal. We
consider two classes of MARL algorithms or set-
tings: with and without Theory of Mind (ToM).

Without Theory of Mind Many approaches
use independent Q-learning [28], where every
agent simply treats all other agents as part of
the environment. Each agent selects its own
action based on the state. All other agents
are considered part of the state. Learned in-
formation is not shared between the agents.
In centralized training, decentralized execution
(CTDE), agents act in isolation, but then can
communicate between episodes (for example,
see QMIX [23] and MADDPG [18]). This allows
them to share their updates (e.g., pool their
knowledge), allowing for faster learning, and ev-
ery agent has an identical policy.

Model-based RL can be useful when the tran-
sition and reward functions are known or can be
learned (either approximately or perfectly, such
as in R-max [4]). Given full observability and
shared reward, this model of T and R will be
the same for all agents. Using no additional
data, agents can calculate the same joint pol-

icy via planning (e.g., dynamic programming),
even without explicit communication. In all of
the above cases, if the state and action space
are discrete, a tabular learning approach may
be feasible. If the state or action spaces are
continuous or the task is sufficiently complex,
function approximation may be required.

With Theory of Mind In MARL, a common as-
sumption is that multiple agents train jointly
to maximize their cumulative rewards. Ad-hoc
teamwork is a closely related problem where we
can directly control only a single agent while
teammates may have different capabilities and
learning abilities [20].

Learning with Opponent-Learning Awareness
(LOLA) is a method in which an agent shapes
the expected learning process of the other
agents in the environment [8]. LOLA and its
predecessors explicitly represent the impact of
one agentŠs policy on the anticipated policy up-
date of the other agents [31, 29]. Naturally,
to be able to represent other agentsŠ policy up-
dates, each agent must have some representa-
tion of the othersŠ policy, though implicit. Also,
as its name implies, this work on opponent
shaping does not explicitly focus on collabora-
tive aspects of the multi-agent setting.

Social inĆuence is another MARL mechanism
for achieving coordination and communication
between teammates by rewarding agents for
having causal inĆuence over other agentsŠ ac-
tions [13]. An agentŠs reasoning about social in-
Ćuence also identiĄes where it inĆuences other
agents, but it may not have an explicit model of
these agentsŠ understanding or policy.

All of the above approaches eventually aim
to learn the ego agent’s policy, so the policies
of the teammates are represented only implic-
itly via the ego agentŠs policy. In this work,
we argue that an explicit representation of the
other agentsŠ goals can beneĄt the ego agentŠs
decision-making.
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Adding Explicit Structured
Representations

Assuming that the actions of other agents are
part of the environment makes the learning pro-
cess more straightforward and easily generaliz-
able to various application domains. However,
this approach disregards a signiĄcant body of
literature on symbolic multi-agent coordination
and its Ąndings. For example, within the BDI
community, there is a plethora of work on how
multi-agent coordination can be improved by
accounting for the belief, desire, and intention
of other agents [7, 9, 11, 12, 19, 24]. There-
fore, in this paper, we propose to investigate how
such structured and symbolic representations
can be used to improve MARL.

One crucial point is that by incorporating
other agentsŠ goals into the state, we do not
discard important information, as this goal
can change according to the problem dynamics
(e.g., an agentŠs goal is not a rock rolling down a
hill, but can change given speciĄc state changes
or agentsŠ actions).

Case Study: Incorporating Goal Recognition
in Two-Player Leader-Follower MARL As a
case study, we consider a simple two-player
leader-follower MARL problem, motivated by
Hungry Thirsty [25]. In this problem, a ŞleaderŤ
agent is either ŞhungryŤ or Şthirsty,Ť in which
case it wants to reach the cell with food or wa-
ter, respectively. There is also a ŞfollowerŤ agent
that can observe the leader and aims to assist
by bringing it food or water to reduce the num-
ber of actions the leader needs to reach its goal.

This relatively simplistic example illustrates
that if the follower can recognize the goal of the
leader, it will be able to learn the policy to help it
more quickly. Therefore, we propose to decom-
pose the learning problem into two subprob-
lems: The follower agent will (1) predict the goal
of the leader agent based on observations of the
leaderŠs actions and (2) use the predicted goal of
the leader as an explicit input to its policy learn-

ing problem. If successful, we expect explicitly
incorporating this goal will signiĄcantly improve
learning speeds, relative to other existing MARL
methods.

Goal Recognition Approaches There are
several off-the-shelf goal recognition ap-
proaches [27] that can be used for the Ąrst
subproblem, including approaches based on
automated planning techniques [22, 21, 26],
learning [2, 6, 14], and hybrid approaches that
combines both approaches [3, 5].

Possible Further Extensions for Future Work
While the case study above is an appropriate
Ąrst step to test the feasibility of our hypothe-
sis, a more thorough investigation is needed for
more complex and realistic settings. For exam-
ple, it would be interesting to consider more re-
alistic behaviors for the leader agent. In the ex-
ample above, we assume that the leader ignores
the follower. In reality, the leader agent should
be cognizant of the follower agent and may want
to learn policies that more easily signal its goal
to the follower. Such policies are called expli-
cable policies [30, 15], and there is a trade-off
between explicability and cost-effectiveness of
a policy; explicable policies may incur higher
costs, especially if the follower agent assumes
the wrong goal of the leader.

Another direction is when the leader agent is
human. Humans and AI agents can have fairly
different behaviors (e.g., humans have cognitive
biases and bounded rationality [17]), and itŠs
not clear if and how existing goal recognition ap-
proaches would work to recognize human goals.
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Abstract

Theory of Mind (ToM) and metacogni-
tion are essential for social intelligence but
remain underexplored in AI beyond basic
pattern recognition tasks. This paper intro-
duces MAPS (Metacognitive Architecture for
Perceptual and Social learning), which in-
tegrates a second-order network (2nd-Net)
with cascaded activation to support reĆec-
tive processing across domains.

We evaluate MAPS in pattern recognition
(Blindsight, AGL), single-agent reinforce-
ment learning (SARL; MinAtar) and multi-
agent reinforcement learning (MARL; Melt-
ingPot 2.0). MAPS consistently improves
performance in Pattern Recognition (PR)
and SARL, particularly in complex envi-
ronments, and shows promising results in
high-variability MARL tasks. These Ąndings
demonstrate the potential of metacognitive
architectures to improve learning and social
adaptability in AI systems (AIS).

1 Introduction

In cognitive science, Theory of Mind (ToM)
refers to the ability to attribute beliefs, desires,
and intentions to others in order to predict their
behavior. In AI, ToM represent transformative
shiftŮenabling systems that go beyond mech-
anistic responses and interact with humans in
socially intelligent ways[18, 17]. Closely related
is is metacognitionŮthe capacity to monitor
and regulate oneŠs cognitive processes. While
both involve meta-representations, ToM cen-
ters on understanding othersŠ minds, whereas
metacognition involves higher-order reasoning
about oneŠs mental states.

Neurocognitive research shows that
metacognition and Theory of Mind (ToM)
share neural and cognitive foundations, with
metacognition enhancing ToM and supporting
better social outcomes[16, 10, 3]. Theories on
social cognition [8], suggest this connection
may arise from the brainŠs capacity to model
its own internal states, which could form the
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basis for understanding the minds of others.
Building on this connection, AI increas-

ingly incorporates metacognition to enhance
artiĄcial social cognition. By combining self-
monitoring with social reasoning, metacogni-
tive architectures support Ćexible learning and
strengthen ToM capacitiesŮenabling AIS to en-
gage in more humanlike interactions[6, 21, 4].

One approach to embedding metacognition
in AIS is through a second-order network (2nd-
Net), which pairs a primary task network with a
secondary system that monitors and evaluates
its performance. This layer assesses conĄdence,
identiĄes knowledge gaps, and initiates adjust-
ments to optimize decision-making [14].

Although metacognition is theorized to
support ToM in AIS, current methods focus
on low-level tasks like pattern recognition (PR),
missing its potential in modeling complex inter-
actions [9]. Reinforcement Learning (RL) offers
a promising alternative, engaging agents in dy-
namic, prosocial settings [12].

To bridge this gap, we test whether a 2nd-
Net improves AI performance beyond PR tasks,
extending to single- and multi-agent reinforce-
ment learning (SARL and MARL). We introduce
MAPS (Metacognitive Architecture for Percep-
tual and Social learning), a streamlined adap-
tation of Pasquali & CleeremansŠ 2nd-Net [1],
designed to integrate metacognition across both
PR and social learning domains.

PR is tested with ŚBlindsightŠ and ŚAGLŠ [1],
SARL with MinAtar games[19], and MARL with
4 MeltingPot 2.0 settingsŮ3 with the lowest and
1 with the highest coefficient of variation (CV)
from Agapiou[2]:1). These experiments assess
whether MAPS can enhance both PR learning
and socially intelligent behavior in AIS.

2 Methodology

For PR tasks, we used an auto-encoder for
the main task, and a comparator matrix con-
nected to two wagering units for the 2nd-Net, as
in [1]. . We used a contrastive loss for the main

task, which provided crucial information Ćow
for wagering [5]. For wagering, we used a cross-
entropy loss to handle class imbalance. Both
1st and 2nd-Net implemented a cascade model
that facilitated a smooth graded accumulation
of activation [11]. We empirically chose 50 cas-
cade iterations (except for MARL, given compu-
tation constraints). For SARL, we used a DQN
framework [15]. We applied convolutional lay-
ers, which allowed for reduced computational
complexity, an autoencoder, and a replay buffer
for learning stability. We then calculated the
comparison matrix using the inputs and out-
puts of the value networkŠs auto-encoder, and
connected this to 2 wagering units. For the wa-
gering objective, we calculated the rewards in
batches of 128 using an EMA with a smooth-
ing factor of α = 0.45. At each step t, a low/high
wager was assigned based on whether the last
reward was greater than EMA. For MARL, α =
0.25. Both were found empirically. For MARL, we
used an MAPPO framework[20], convolutional
layers, sinusoidal-based relative positional en-
coding to add positional information, and a
Gated Recurrent Unit (GRU) for stability.

3 Results

For Blindsight, suprathreshold patterns were
used during training, and 3 types were used
for testing. To prevent overĄtting, new patterns
were generated per epoch. Table 1 compares
the proposed model with variants turning the
2nd-Net and/or the cascade model on/off . We
observed a performance gain using a 2nd-Net
and cascade model, achieving statistical signif-
icance compared to the baseline (Z-score: 8.6,
450 seeds). We also observed that gains are
mostly driven by the cascade model. For AGL,
we pre-trained the model, saved the weights
of the 2nd-Net, and disabled backpropagation
through it during training. Random strings
were used for pre-training, grammar A for train-
ing, and a mix of grammar A and grammar B
for testing. Grammar strings are deĄned as per
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[13], and we followed the data proportions in [1].
We employed a low training scheme (3 epochs).
Results show a statistical signiĄcance ( Z-score:
15.0 - MAPS, and 4.2 - 2nd-Net).

2nd Net Cascade Accuracy Z-score (Significant)
No No 0.95± 0.03

No 1st Net 0.97± 0.02 8.50 (Yes)
Yes No 0.96± 0.03 0.77 (No)
Yes 1st Net 0.97± 0.02 9.01 (Yes)
Yes Both 0.97± 0.02 8.6 (Yes)
No No 0.54± 0.08

No 1st Net 0.61± 0.07 13.3 (Yes)
Yes No 0.57± 0.07 4.2 (Yes)
Yes 1st Net 0.62± 0.07 15.7 (Yes)
Yes Both 0.62± 0.06 15.0 (Yes)

Table 1: Accuracy for Blindisght (top) and AGL
(bottom). Chance level: 0.01 and 0.15.

In MinAtar (table 2), we tested "Seaquest"
and "Asterix" for 3 seeds (1 million steps). We
show an improvement with MAPS (Z-score: 2.97
and 2.15). For Seaquest, the setting with the
most obstacles, we observed that it is when both
the cascade model and 2nd-Net are active, that
effective learning occurs. In MARL (Table 3, 1.5
million steps), both GRU-only and a 2nd-Net
variant were tested. While the 2nd-Net model is
slightly superior to GRU, it still lags behind the
top model (ACB) presented in [2]. Conversely,
for territory inside out, we noted a tendency of
MAPS to produce positive outliers (see Appendix
D.2), and, over 10 seeds, we found a positive Z-
score of 2.59 with respect to the baseline.

2nd Net Cascade Rewards Z-score (Sig.)
No No 1.21± 0.16

No 1st Net 0.76± 0.19 -2.59 (Yes)
Yes No 0.97± 0.61 −0.53 (No)
Yes 1st Net 3.06± 0.34 7.03 (Yes)
Yes Both 6.15± 2.33 2.97 (Yes)
No No 2.49± 1.94

No 1st Net 1.59± 0.94 −0.59 (No)
Yes No 5.48± 1.30 1.81 (No)
Yes 1st Net 4.54± 1.01 1.32 (No)
Yes Both 5.77± 0.94 2.15 (Yes)

Table 2: Validation rewards: Seaquest (top) and
Asterix (bottom). Chance level: 0.09 and 0.47.

Environment GRU GRU (2nd-Net) ACB
Harvest C. 18.9± 1.4 20.6± 2.1 32.8± 10.6

Harvest P. 28.1± 1.9 28.7± 3.8 31.9± 11.0

Chem. 3D. 1.2± 0.1 1.2± 0.1 1.1± 0.8

Terr. I.O. 63.5± 8.7 76.5± 8.3 80.3± 48.0

Table 3: Training rewards in MARL.

4 Conclusion

This study demonstrates that the MAPS ar-
chitecture enhances learning across PR, SARL,
and MARL tasks. In PR and SARL, combin-
ing the cascade model and 2nd-Net consistently
improved performance, particularly in complex
environments. Even without backpropagation
through the 2nd-Net, MAPS maintained strong
results in AGL, highlighting its robustness.

In MARL, while MAPS did not outperform the
top benchmark, it matched or exceeded base-
lines in most cases and showed strong perfor-
mance in high-variability scenarios like ŞTerri-
tory Inside Out.Ť These Ąndings show the value
of metacognitive architectures for building more
adaptive and socially aware AI systems.
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A Appendix / supplemental
material

Appendix A - Additional Envi-
ronment details

Appendix A.1 - Blindsight task

Blindsight is a neurological phenomenon where
individuals with damage to their primary vi-
sual cortex can still respond to visual stimuli
without consciously perceiving them.

To study this, we use a simulated dataset
that mimics the conditions of blindsight ac-
cording to [1]. This dataset contains 400
patterns, equally split between two types:

• Random noise patterns: These consist of
low activations ranging between 0.0 and
0.02.

• Designed stimulus patterns: Each pattern
includes one unit that shows a higher acti-
vation level, varying between 0.0 and 1.0.

This dataset allows us to test hypotheses con-
cerning how sensory processing and network
responses adapt under different conditions of
visual impairment.

We have three main testing scenarios, each
designed to alter the signal-to-noise ratio to
simulate different levels of visual impairment:

• Suprathreshold stimulus condition:
Here, the network is tested against familiar
patterns used during training to assess its
response to known stimuli.

• Subthreshold stimulus condition: This
condition slightly increases the noise level,
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akin to actual blindsight conditions, test-
ing the networkŠs capability to discern sub-
tle signals.

• Low vision condition: The intensity of
stimuli is decreased to evaluate how well
the network performs with signiĄcantly re-
duced sensory input.

Appendix A.2 - Artificial Grammar
Learning Task

In the AGL experiment, Persaud et al. [13]
demonstrate that participants exposed in-
cidentally to letter strings generated by an
artiĄcial grammar perform better than chance
on a subsequent, unexpected test where they
distinguish between new grammatical and
non-grammatical strings. However, they fail
to optimize their earnings through wagering.
Once participants were informed about the
grammar rules, they began to place advanta-
geous wagers (explicit condition) [1].

To simulate this, we utilize artiĄcially gen-
erated strings ranging from 3 to 8 letters,
classiĄed into three types: randomly generated,
grammar A, and grammar B, as deĄned by
Persaud et al.

During training, the networks are exposed
to two conditions: explicit and implicit, re-
Ćecting the results of implicit learning [7].
For the implicit condition (low consciousness),
networks are trained for 3 epochs, while for the
explicit condition (high consciousness), they
are trained for 12 epochs.

Appendix A.3 - MinAtar

MinAtar provides simpliĄed versions of classic
Atari 2600 games, designed speciĄcally for AI
agent testing and development. MinAtar offers
more accessible and computationally efficient
environments for AI research and experimenta-
tion [19]. There are 5 Atari games implemented:

• Space Invaders: The player controls a can-
non to shoot at aliens that move across
and down the screen, with each destroyed
alien providing +1 reward and causing the
remaining aliens to speed up. Aliens also
shoot back at the player, new waves spawn
at increased speeds after clearing a wave,
and termination occurs when the player is
hit by an alien or bullet [19].

• Breakout: The player controls a paddle
at the bottom of the screen to bounce a
diagonally-traveling ball toward three rows
of bricks at the top, earning +1 reward for
each brick broken and getting new rows
when all are cleared. The ballŠs direction
changes based on which side of the paddle
it hits or when it contacts walls and bricks,
with game termination occurring when the
ball reaches the bottom of the screen [19].

• Seaquest: The player controls a submarine
that can Ąre bullets at enemy submarines
and Ąsh, earning +1 reward for each hit
while also rescuing divers to Ąll a progress
bar and maintaining oxygen that depletes
over time. Oxygen replenishes when surfac-
ing with at least one rescued diver, surfac-
ing with six divers provides additional re-
wards based on remaining oxygen, and the
game ends when hit by enemies, running
out of oxygen, or surfacing without divers
[19].

• Asterix: The player moves freely in four
cardinal directions to collect treasure while
avoiding enemies that spawn from the
sides, with each treasure providing a +1 re-
ward and enemy contact causing termina-
tion. Enemy and treasure movements are
indicated by trail channels, and the gameŠs
difficulty increases periodically by enhanc-
ing the speed and spawn rate of both ene-
mies and treasures [19].

• Freeway: The player moves vertically up
and down at a restricted pace (once ev-
ery 3 frames) to cross a road Ąlled with
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horizontally-moving cars, earning +1 re-
ward upon reaching the top before being re-
turned to the bottom. When hit by a car,
the player returns to the bottom without
penalty, car speeds randomize after each
successful crossing, and the game termi-
nates after 2500 frames have elapsed [19].

Appendix A.4 - Meltingpot

The Melting Pot Suite provides a comprehensive
framework for generating test scenarios that
assess an agent populationŠs ability to gener-
alize cooperative behavior in new situations.
It offers up to 50 distinct training and testing
environments. The test scenarios combine
novel background populations of agents and
include a variety of substrates, such as classic
social dilemmas like the PrisonerŠs Dilemma,
as well as complex mixed-motive coordination
games. In our experiments, we selected four
environments based on the coefficient of vari-
ation among the models tested in [2]. This
value was calculated for the 37 non-zero-sum
environments out of the 50 available (see Figure
1). We chose the three environments with the
lowest variability and the environment with the
highest positive variability.

Our tested environments are: Commons

Figure 1: Variability among Melting Pot environ-
ments according to the experimentation in [2].

Harvest Closed, Commons Harvest Partner-
ship, Chemistry Three Metabolic Cycles with
Plentiful Distractors, and Territory Inside Out.
A short description is provided below:

• Commons Harvest Closed: Apples are dis-
persed and can be consumed by agents. Ad-
ditionally, apples have a probability at every
step to regrow, which depends on the num-
ber of nearby apples: 0.0025 when there are
three or more apples, 0.005 for two, 0.001 if
there is one, and 0 otherwise. Thus, agents
need to exercise restraint in consuming all
apples in a batch to ensure the long-term
regrowth of apples. Even though it is not
beneĄcial to consume the last apple, agents
are incentivized to do so to prevent other
agents from consuming it. In this closed
variant, there are rooms full of apples, pro-
moting agents to defend them and minimize
the probability of other agents harvesting
the full patch of apples [2].

• Commons Harvest Partnership: Similar
to the Commons Harvest Closed environ-
ment, this variant still has rooms Ąlled with
apples. However, it requires two agents to
protect a room, thus promoting the devel-
opment of cooperative behavior and a mu-
tually sustainable situation[2].

• Chemistry Three Metabolic Cycles with
Plentiful Distractors: In this setting, a set
of agents work to generate mutual ben-
eĄts from metabolic reactions deĄned by
a predeĄned graph. These reactions oc-
cur stochastically when reactants are in
close proximity to one another. Agents can
carry molecules and are rewarded when
the molecule in their inventory is part of
a reaction, either as a reactant or a prod-
uct. In the three metabolic cycles variant,
agents beneĄt from three different cycles,
which continue as long as the minimum en-
ergy requirements are fulĄlled. Agents must
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learn to facilitate the right reactions to gen-
erate enough energy to sustain the cycles.
The environment also contains distractors,
which are molecules that do not provoke re-
actions but provide a small constant reward
to encourage agents to pursue less reward-
ing strategies[2].

• Territory Inside Out: Each agent is as-
signed a unique color and seeks to claim
territory by painting walls in that color.
Wet paint does not yield rewards. After 25
steps following the application of paint, if
no further paint has been added, the paint
dries and turns into a brighter shade of the
agentŠs color. Once dry, the painted wall re-
wards the claiming player at a consistent
rate. The more walls a player claims, the
higher their expected rewards per timestep.
In the Inside Out variant, agents are gener-
ated in a maze and must move inward to-
ward the center of the map to claim terri-
tory. In this scenario, agents can zap each
other, immobilizing the other agent for a set
number of steps. An agent that is zapped
twice is eliminated[2].

Appendix B - Hyperparameter
choices and Computational re-
sources

Appendix B.1 - Blindsight task

For the blindisight task, we used an Nvidia
RTX3070 GPU for training, with 8GB of RAM.
The training time was maximum for MAPS (2nd
order network and cascade model in both 1st
and 2nd order networks). For this setting, train-
ing over the 450 seeds took roughly 12 hours.

Hyperparameter Value
Input size 100

Output size 100

Hidden size 60

lr Ąrst order 0.5

lr second order 0.1

Temperature 1.0

Step size 25

Gamma 0.98

Epochs number for training 200

Optimizer Adamax

Cascade iterations 50

Table 4: Hyperparameters used for the Blind-
sight Task.

Appendix B.2 - Artificial Grammar
Learning Task

bgFor the AGL task, we used an Nvidia RTX
3070 GPU for training, with 8GB of RAM. The
training time was maximum for MAPS (2nd or-
der network and cascade model in both 1st and
2nd order networks). For this setting, training
over the 450 seeds took roughly 12 hours.

Hyperparameter Value
Input size 48

Output size 48

Hidden size 40

lr Ąrst order 0.4

lr second order 0.1

Temperature 1.0

Step size 1

Gamma 0.999

Epochs number for pre-training 60

Epochs number for training(high consciousness) 12

Epochs number for training(low consciousness) 3

Optimizer RangerV A

Cascade iterations 50

Table 5: Hyperparameters used for the ArtiĄcial
Grammar Learning Task.
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Appendix B.3 - MinAtar

For the MinAtar environments, we used a GPU
V100 for training. The training time was maxi-
mum for MAPS (2nd order network and cascade
model in both 1st and 2nd order networks). For
this setting, training took roughly 6 days per
million steps per seed.

Hyperparameter Value
Batch size 128

Replay buffer size 100, 000

Target network update frequency 1, 000

Training frequency 1

Number of frames 500, 000

First N frames 100, 000

Replay start size 5, 000

End epsilon 0.1

Step size 0.0003

Step size (second order) 0.0002

Gradient momentum 0.95

Squared gradient momentum 0.95

Minimum squared gradient 0.01

Gamma 0.999

Step Size 1

Epsilon 1.0

Alpha 0.45

Cascade iterations 50

Optimizer Adam

Table 6: Hyperparameters used for the MinAtar
experiments.

Appendix B.4 - Meltingpot

For the melting pot tasks, we used an Nvidia
A100 GPU for training. The average training
time was roughly 16 hours per seed(baseline,
MAPS not implemented fully, only with simple
2nd order network with no cascade model due
to limitations with computational resources).
Every run required roughly 4-6 GB of RAM,
mainly depending on the number of agents.

Hyperparameter Value
Num agents (harvest closed) 6

Num agents (harvest partnership) 4

Num agents (chemistry) 8

Num agents (territory) 5

Hidden size 100

Actor lr 7e− 5

Critic lr 100

Num env steps 15e6

Entropy coef 0.01

Clip param 0.2

Weight decay 1e− 5

PPO epoch 15

Optimizer Adam

Table 7: Common hyperparameters used for the
Meltingpot environments.

Appendix C - Architectures

Appendix C.1 - Blindsight task and
Artificial Grammar Learning Task
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Figure 2: Illustration of the architecture used
for both the Blindsight and ArtiĄcial Grammar
Learning tasks.

Appendix C.2 - Meltingpot

Figure 3: Illustration of the architecture used
for all the Meltingpot environments

Appendix D - Additional results

Appendix D.1 - MinAtar

Figure 4: Training (left) and validation rewards
(right) plots for SARL.

Appendix D.2 - Meltingpot

Figure 5: Territory Inside Out Results (10
seeds). Violin plot for avg. rewards (left); and Fo-
cal per Capita Return (right). Focal per capita
return is a fairness measure (i.e. equal to 1.0
when all agents receive equal rewards), as de-
Ąned by [2]
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Figure 6: Results per episode over 1.5 million
steps for commons harvest closed environment.
To the top left the evaluation parameter is dist
entropy, which represents the action distribu-
tion entropy, where a lower value points to a
lower overall stochastic behaviour of the agents.
The top right represents the average reward of
all agents, where a higher value is desired. Bot-
tom left is the policy loss, and bottom right is
the actor gradient norm.

Figure 7: Results per episode over 1.5 million
steps for commons harvest partnership envi-
ronment. To the top left the evaluation param-
eter is dist entropy, which represents the ac-
tion distribution entropy, where a lower value
points to a lower overall stochastic behaviour of
the agents. The top right represents the average
reward of all agents, where a higher value is de-
sired. Bottom left is the policy loss, and bottom
right is the actor gradient norm.

Figure 8: Results per episode over 1.5 million
steps for chemistry environment. To the top
left the evaluation parameter is dist entropy,
which represents the action distribution en-
tropy, where a lower value points to a lower
overall stochastic behaviour of the agents. The
top right represents the average reward of all
agents, where a higher value is desired. Bottom
left is the policy loss, and bottom right is the
actor gradient norm.

Figure 9: Results per episode over 1.5 million
steps for territory inside out environment. To
the top left the evaluation parameter is dist en-
tropy, which represents the action distribution
entropy, where a lower value points to a lower
overall stochastic behaviour of the agents. The
top right represents the average reward of all
agents, where a higher value is desired. Bottom
left is the policy loss, and bottom right is the
actor gradient norm.
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Abstract

Facial Expression Recognition (FER)
plays a foundational role in enabling AI
systems to interpret emotional nuances, a
critical aspect of affective Theory of Mind
(ToM). However, existing models often strug-
gle with poor calibration and limited capac-
ity to capture emotional intensity and com-
plexity. To address this, we propose Rank-

ing the Emotional Nuance for Theory of

Mind (Rank-O-ToM), a framework that lever-
ages ordinal ranking to align conĄdence lev-
els with emotional spectra. By incorporat-
ing synthetic samples reĆecting diverse af-
fective complexities, Rank-O-ToM enhances
the nuanced understanding of emotions,
advancing AIŠs ability to reason about affec-
tive states.

Introduction

Bridging the gap between AI and human un-
derstanding requires accurate emotional recog-
nition. To foster trust and empathetic com-
munication, AI models must recognize basic
emotions and interpret nuancesŮa capability
rooted in the affective Theory of Mind (ToM) [16,
15]. Facial Expression Recognition (FER) is cru-
cial, as facial expressions universally convey
emotions and intentions [1]. By interpreting
these expressions, AI models can respond ef-
fectively to emotional cues in applications like

Figure 1: (a) Affective ToM challenge: interpret-
ing nuanced emotional states, such as blended
emotions. (b) Rank-O-ToM blends basic expres-
sions into synthetic samples with ranked con-
Ądence scores to capture the emotional spec-
trum.

compassionate healthcare [17] and adaptive ed-
ucation [12].

At the heart of affective ToM is the ability
to understand emotions along with their in-
tensity and complexity [6], as shown in Fig-
ure 1 (a). Humans often convey subtle and
blended emotions, such as simultaneous hap-
piness and surprise, with varying intensity [5],
which helps infer deeper mental states. How-
ever, existing FER frameworks rely heavily on
datasets with single basic emotion labels (e.g.,
happiness, anger) [10], limiting their ability to
generalize and interpret emotional intensity and
complexity. An advanced framework that can
recognize nuanced emotional states and pro-
duce appropriate conĄdence scores (i.e., the
modelŠs certainty about its predictions for ba-
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sic emotion categories) while reĆecting varying
intensity and complexity is urgently needed in
the Ąeld of affective ToM.

Inspired by human cognition to interpret
emotional nuances, we propose a novel FER
framework, Ranking the Emotional Nuance
for Theory of Mind (Rank-O-ToM), addressing
affective granularity. Our method synthesizes
diverse training samples by blending basic emo-
tions to capture real-world affective complexity.
To interpret these variations, the model employs
a ranking mechanism aligning conĄdence levels
with emotional intensity and clarity, enabling
it to distinguish subtle and blended affective
cues. Grounded in these principles, Rank-O-
ToM enhances AIŠs capacity for nuanced affec-
tive reasoning, advancing affective ToM.

Method

AI models struggle to interpret complex affective
states due to the limited diversity of basic emo-
tions in FER datasets. To address this, we pro-
pose Rank-O-ToM, combining synthetic emo-
tion blending and a ranking-based loss func-
tion, as shown in Figure 1 (b), to enhance emo-
tional granularity.
Synthetic Sample Generation. Humans ex-
press emotions through subtle variations in fa-
cial regions (e.g., upper face for surprise, lower
face for happiness)[11]. To capture this, we syn-
thesize samples by horizontally blending im-
ages annotated with basic emotions, enriching
the training data to reĆect real-world affective
diversity better. Additionally, we incorporate
samples from face recognition (FR) datasets to
further enhance diversity (details in Appendix).
Ranking Loss for Ordinal Relationships. We
propose a ranking-based loss function align-
ing the modelŠs conĄdence levels with the hi-
erarchical structure of human perception for
ordinal relationships between affective states
[2, 4]. This ensures the model assigns higher
conĄdence scores to original samples (repre-
senting clearer or more intense emotions) and

lower scores to synthetic samples (represent-
ing blended or less intense emotions). The loss
function is as follows:

Lrank = max(0,max
c1

psync1
−max

c1
pferc1

+ δ)

+max(0,max
c2

psync2
−max

c2
pfrc2 + δ) (1)

Here, psync1 and pferc1 are the conĄdence scores
for synthetic and original samples in the ba-
sic emotion category c1, respectively, and psync2

and pferc2 are their counterparts for category c2.
By enforcing a meaningful separation with the
margin δ, the loss ensures the model assigns
higher conĄdence to clear, intense emotions in
original samples while producing lower conĄ-
dence for blended or less intense emotions in
synthetic samples. This mechanism enables
the model to capture subtle variations in affec-
tive states and maintain consistent conĄdence
across diverse emotional expressions.

Experiment

To evaluate whether AI models can replicate
humansŠ natural ability to assess emotions by
accurately categorizing emotional states and
gauging their intensity, we assess classiĄcation
accuracy and conĄdence calibration metrics,
including Expected Calibration Error (ECE),
Maximum Calibration Error (MCE), and Adap-
tive ECE (AECE). These metrics align predicted
probabilities with emotional intensity, reĆect-
ing the systemŠs ability to interpret nuanced af-
fective states. We compare a Rank-O-ToM with
existing FER approaches on benchmarks, RAF-
DB [10], FERPlus [3], and AffectNet [14] (details
in Appendix).

Table 1 shows that Rank-O-ToM outperforms
state-of-the-art FER methods on RAF-DB and
FERPlus, with comparable results on AffectNet,
demonstrating its ability to capture emotional
categories and intensities. Additionally, the su-
perior calibration performance underscores the
effectiveness of our ranking-based loss in inter-
preting emotional granularity.
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RAF-DB FERPlus AffectNet
Method

Acc ↑ AECE ↓ MCE ↓ ECE ↓ Acc ↑ AECE ↓ MCE ↓ ECE ↓ Acc ↑ AECE ↓ MCE ↓ ECE ↓

SCN [19] 88.72 5.51 18.18 5.46 79.32 15.79 34.94 15.84 48.31 21.20 13.56 21.21
EAC [23] 89.96 6.23 34.48 4.87 83.99 12.64 36.16 12.71 52.26 25.91 0.98 25.92
RAC [22] 92.11 25.4 27.4 25.39 85.92 19.16 24.50 19.73 54.14 9.03 11.39 9.20

Ours 95.00 3.06 3.19 2.74 86.44 9.57 18.08 9.59 54.84 10.28 10.47 5.93

Table 1: Comparison of Top-1 accuracy (Acc, %), AECE (%), MCE (%), and ECE (%) for FER
methods on RAF-DB, FERPlus, and AffectNet. Top performances are bolded, and second-best
results are underlined.

Figure 2: CAMs and conĄdence scores for FR,
FER, and synthetic samples, showing activa-
tions for ambivalent (top) and similar (bottom)
expressions with predicted labels.

Figure 2 demonstrates how our model inter-
prets emotional expressions using class activa-
tion maps (CAMs) [24] and conĄdence scores for
original and synthetic samples. The CAMs re-
veal that synthetic samples activate a broader
range of facial regions, showcasing a more ex-
tensive focus on diverse affective features in
Rank-O-ToM. Moreover, the conĄdence scores
indicate that our model is susceptible to com-
plex affective cues, capturing blended and sub-
tle emotions. Figure 3 illustrates the eval-
uation of compound emotions (e.g., happily
surprised) [10], assessing whether Top-2 con-
Ądence scores match their components (e.g.,
happiness and surprised). Unlike the existing
method, our model effectively aligns conĄdence
scores with constituent emotions, reĆecting a
nuanced understanding of emotional complex-
ity (details in Appendix).

Figure 3: ConĄdence heatmaps for RAF-
DB compound set: Basic expressions (x-axis)
and compound expressions (y-axis) with bold
squares marking correct Top-2 matches.

Conclusion

Rank-O-ToM advances FER by capturing emo-
tional granularity through synthetic blend-
ing and ordinal ranking, aligning AI predic-
tions with human-like reasoning about affec-
tive states. Demonstrating superior accuracy
and calibration across datasets, it bridges the
gap between AI and human cognitive capabili-
ties, enabling nuanced emotional understand-
ing critical for affective ToM.
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Appendix

This appendix provides additional explana-
tions, analytical experiments, visualizations,
and implementation details for the proposed
Rank-O-ToM framework. Section 1 details the
process of integrating the FR dataset and gen-
erating synthetic samples. Section 2 includes
implementation details for all experiments and
an additional experiment using the compound
subset of RAF-DB. Finally, Section 3 presents
further analytical experiments and visualiza-
tions to deepen the understanding of Rank-O-
ToMŠs performance and capabilities.
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1 Details on Synthetic Sam-
ple Generation

To enhance the modelŠs ability to interpret com-
plex affective statesŮa core aspect of affective
ToMŮwe detail the integration of an unlabeled
FR dataset, which lacks emotion category la-
bels, and the generation of synthetic samples
with varied emotional expressions. These meth-
ods address the limitations of relying solely on
FER datasets, which may fail to capture the
full spectrum of affectivity, leading to overly
simplistic comparisons and suboptimal calibra-
tion [18].

Integrating FR Dataset with Pseudo-labeling.
Human affective understanding involves inter-
preting subtle cues and varying emotional in-
tensities across contexts. To emulate this, we
integrate an unlabeled FR dataset into training
using a conĄdence-based dynamic thresholding
mechanism to assign pseudo-labels. This ap-
proach adapts thresholds for each class based
on the modelŠs conĄdence during training, ad-
dressing FER data imbalance and enhancing
diversity. By incorporating pseudo-labeled FR
data, the model learns to represent nuanced
and realistic emotional expressions, aligning its
learning process with human-like affective rea-
soning.

First, consider the labeled FER dataset Dfer =
{(xfer

i , yferi )}ni=1. For each sample, we obtain
the predicted label ŷferi for the i-th sample at
epoch t. To determine class-speciĄc conĄ-
dence thresholds, we deĄne the set of correctly
predicted samples for each class c as D cs

fer =
{(xfer, yfer)|ŷfer = yfer = c}. For each sample
in this set, we calculate the conĄdence score
p̃fer = maxc pc(y

fer|xfer). For (xfer, yfer) ∈ D cs
fer , we

calculate the conĄdence p̃fer := max
c

pc(y
fer|xfer).

For each epoch t and class c, the conĄdence

threshold T t
c is computed as follows:

T t
c =

β

1 + e−t
· 1

|D cs
fer |

|D cs
fer |∑

i=1

p̃feri

=
β

1 + e−t
· 1

|D cs
fer |

|D cs
fer |∑

i=1

max
c

pc(y
fer
i |xfer

i )

, (xfer
i , yferi ) ∈ D cs

fer (2)

The hyperparameter β ∈ (0, 1) moderates con-
Ądence levels. The term 1

1+e−t ensures that
the threshold adapts dynamically over training
epochs, reĆecting the modelŠs evolving under-
standingŮanalogous to how human perception
becomes more reĄned with experience.

During training, FER models exhibit varied
patterns across classes due to data imbal-
ance [9]. Initially, thereŠs a narrow conĄdence
gap between classes with abundant and scarce
samples. As training advances, this distinc-
tion becomes more pronounced, encompassing
both clear and ambiguous emotional expres-
sions. The dynamic threshold T t

c adjusts to
these shifts, enabling the model to calibrate its
conĄdence in a manner akin to human affective
judgment.

Subsequently, for the unlabeled FR dataset
Dfr = {xfr

i }mi=1, we use distinct weak augmenta-
tions to obtain two transformed samples, xfr

a
=

Auga(x
fr
i ) and xfr

b
= Augb(x

fr
i ). Then, through the

model F(·), we determine the probability distri-
butions pfr

a
and pfr

b
for facial expressionsŠ classes

for the two transformed samples xfr
a

and xfr
b

. To
emulate the human ability to integrate multiple
subtle cues when interpreting emotions, we per-
form class-wise interpolation to obtain the ag-
gregated probability distribution p̂ for each sam-
ple:

p̂c = λc · pfra (c|xfr
a
) + (1− λc) · pfrb (c|xfr

b
) (3)

Here, c represents the class in FER, and λc

denotes the interpolation ratio for class c. We
assign ŷfr based on the class with the highest
conĄdence among those exhibiting conĄdence
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higher than the threshold T t
c , as follows:

ŷfri = argmaxc(1(p̂c > T t
c ) · p̂c) (4)

where 1(·) indicates whether the probability
score belonging to a speciĄc class c is larger
than the threshold T t

c . This method enables
the integration of the unlabeled FR dataset dur-
ing training, increasing the diversity of syn-
thetic samples and enhancing the efficiency
of ranking relationships. It allows the model
to learn from a wider array of facial expres-
sions, capturing subtle variations and complex-
itiesŮmirroring the human capacity for nu-
anced affective understanding central to affec-
tive ToM.
Synthesizing Samples with Diverse Emo-
tional Expressions. To enhance the modelŠs
ability to interpret complex affective states,
we generate synthetic samples that capture
a broader range of emotional expressions by
blending facial images with different labels.
This emulates the human ability to perceive
blended or intermediate emotions, which are of-
ten absent in FER datasets.

For example, combining a sample labeled
Şsadness" with one labeled Şanger" creates an
image representing an intermediate emotion
like Şfrustration." This aligns with the human
capacity to interpret compound emotions, a key
aspect of affective ToM. We achieve this using
an adapted CutMix augmentation method [20],
which preserves the semantic integrity of facial
expressions. CutMix is an augmentation tech-
nique that generates synthetic samples by cut-
ting and pasting regions from two training im-
ages. Given two samples, (xi, yi) and (xj , yj),
CutMix creates a new sample (x̃, ỹ) as follows:

x̃ = M ⊙ xi + (1−M)⊙ xj , ỹ = λyi + (1− λ)yj ,
(5)

where M is a binary mask indicating the re-
gion to be replaced, ⊙ denotes element-wise
multiplication, and λ ∼ Beta(1, 1) controls the
combination ratio, ensuring a balanced mix of

the two images. The mask M is determinded
by a randomly generated bounding box B =
(bx, by, bw, bh), where:

bx ∼ Uniform(0,W ), bw = W
√
1− λ, (6)

by ∼ Uniform(0, H), bh = H
√
1− λ. (7)

In standard CutMix, the position and size of
the bounding box B are randomly determined,
which may disrupt the semantic structure of fa-
cial expressions critical for emotion recognition.

To preserve the semantic regions associated
with different emotional expressionsŮsuch as
the eyes and mouthŮwe adapt the CutMix
method by Ąxing the bounding box to horizon-
tally split the image. SpeciĄcally, we set the
top-left coordinates to bx = 0 and by = 0, and
deĄne the width and height as bw = W and
bh = 1/2H, respectively. This effectively divides
the face into upper and lower halves, each con-
taining distinct emotional cues. Since both fa-
cial regions contribute equally to the combined
image, we Ąx the combination ratio λ = 0.5. This
ensures that the synthetic sample x̃ integrates
the upper half from one image and the lower
half from another, maintaining the balance of
emotional expressions.

By horizontally bisecting and combining fa-
cial images in this manner, we preserve the crit-
ical semantic information necessary for affec-
tive understanding. This approach aligns with
the human ability to integrate facial cues from
different areas of the faceŮa key aspect of af-
fective ToM.

2 Experimental Details

2.1 Datasets

We train Rank-O-ToM on the FER benchmark
datasets, including RAF-DB [10], FERPlus [3],
and AffectNet [14]. Additionally, we incorporate
the LFW face recognition dataset [7], which does
not include emotion class labels, into our train-
ing process. Overview of each datasets is shown
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Figure 4: Class proportions of FER datasets The pie charts display results for (a) RAF-DB
(Basic), (b) RAF-DB (Compound), (c) FERPlus, (d) AffectNet.

Datasets
# Annotated images
(train / val / test)

# Classes Emotional labels

RAF-DB [10] Basic
15,339

(12,271 / 3,068 / -)
7 neutral, happiness, surprise, sadness, anger, disgust, fear

Compound
3,954

(3,162 / 792 / -)
11

happily surprised, happily disgusted, sadly fearful, sadly angry,
sadly surprised, sadly disgusted, fearfully angry, fearfully surprised,
angrily surprised, angrily disgusted, disgustedly surprised

FERPlus [3]
35,887

(28,558 / 3,579 / 3,573)
8 neutral, happiness, surprise, sadness, anger, disgust, fear, contempt

AffectNet [14]
291,650

(287,651 / 3,999 / -)
8 neutral, happiness, surprise, sadness, anger, disgust, fear, contempt

Table 2: Overview of FER datasets This presents the datasets used to evaluate FER performance.
It includes the number of annotated images, the number of classes, and the emotional labels
used in experiments. The datasets covered are RAF-DB (both Basic and Compound), FERPlus,
and AffectNet.

in Table 2, and the proportions of each dataset
are shown in Figure 4.

RAF-DB [10] is a facial expression dataset com-
prising 29,672 individual facial images, includ-
ing basic or compound expressions. In this
work, we utilize facial images with 7 expres-
sions (i.e., ŞsurpriseŤ, ŞfearŤ, ŞdisgustŤ, Şhap-
pinessŤ, ŞsadnessŤ, ŞangerŤ, ŞneutralŤ), includ-
ing 12,271 images as training data and 3,068
images as test data. In addition, we employ
the compound set for validation in Figure 3 to
evaluate our frameworkŠs performance on more
complex and nuanced emotional expressions.
The compound dataset comprises 11 distinct
classes, each representing a combination of ba-
sic emotions (i.e., Şhappily surprisedŤ, Şhappily
disgustedŤ, Şsadly fearfulŤ, Şsadly angryŤ, Şsadly

surprisedŤ, Şsadly disgustedŤ, Şfearfully angryŤ,
Şfearfully surprisedŤ, Şangrily surprisedŤ, Şan-
grily disgustedŤ, and Şdisgustedly surprisedŤ).
Images are aligned and cropped using three
landmarks, then resized to 224× 224 pixels.

FERPlus [3] is an extended version of the orig-
inal FER dataset, designed to improve label ac-
curacy and reliability through enhanced anno-
tations provided by 10 annotators via crowd-
sourcing. It includes 35,887 facial images la-
beled with 8 basic expressions: ŞneutralŤ, Şhap-
pinessŤ, ŞsurpriseŤ, ŞsadnessŤ, ŞangerŤ, Şdis-
gustŤ, ŞfearŤ, and ŞcontemptŤ. Additionally,
FERPlus utilizes a multi-label annotation, al-
lowing images to be associated with multiple
emotions, reĆecting the complexity of human
facial expressions. Images are aligned and
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cropped using key facial landmarks, then re-
sized to 224×224 pixels for consistency with our
processing pipeline.

AffectNet [14] is one of the most comprehen-
sive and sizable facial expression datasets, con-
taining 287,651 training images and 3,999 test
images manually labeled into eight classes.
While AffectNet includes a wide range of anno-
tations, in this work, we utilize only the images
labeled with eight basic emotion categories:
ŞneutralŤ, ŞhappinessŤ, ŞsurpriseŤ, ŞsadnessŤ,
ŞangerŤ, ŞdisgustŤ, ŞfearŤ, and ŞcontemptŤ. This
selection excludes images with labels such as
ŞnoneŤ, ŞuncertainŤ, and Şnon-faceŤ, which do
not correspond to any speciĄc emotion.

LFW [7] is a popular FR dataset that has not
been labeled for emotion categories. LFW com-
prises 13,000 facial images, representing over
5,000 identities. In our study, we pseudo-label
the LFW dataset into seven emotion classes,
the same as the RAF-DB dataset. We utilize
the MTCNN [21] alignment method to detect
and align faces within the LFW dataset, resiz-
ing them to 224× 224 pixels.

2.2 Evaluation Metrics

When evaluating AI agents in the context of
affective ToM, it is crucial to assess not only
their accuracy but also how well their con-
ĄdenceŮderived from softmax scoresŮaligns
with the true likelihood of their predictions.
This alignment, quantiĄed through calibration
metrics, ensures that the modelŠs conĄdence
levels are appropriate for reliable human-AI in-
teractions, particularly when interpreting nu-
anced emotional expressions.

To assess calibration, predictions are grouped
into M bins of equal size intervals. For each
bin Bm containing samples whose conĄdence
scores fall within bin m, we deĄne accuracy and

conĄdence as follows:

acc(Bm) =
1

|Bm|
∑

i∈Bm

1(ŷi = yi) (8)

conf(Bm) =
1

|Bm|
∑

i∈Bm

p̃i (9)

where p̃i represents the conĄdence of sample i.
Expected Calibration Error (ECE) measures
the average discrepancy between a modelŠs ac-
curacy and conĄdence across bins:

ECE =
M∑

m=1

|Bm|
n
| acc(Bm)− conf(Bm) | (10)

Adaptive Expected Calibration Error (AECE)
extends ECE by dynamically adjusting the bin-
ning process to better match the distribution of
predicted probabilities, offering a Ąner-grained
evaluation of calibration.
Maximum Calibration Error (MCE) highlights
the largest miscalibration by capturing the
maximum discrepancy between accuracy and
conĄdence across bins:

MCE = maxm∈(1,...M) | acc(Bm)− conf(Bm) | (11)

These metrics enable the evaluation of how
well a modelŠs conĄdence aligns with its
true performance, ensuring reliable and inter-
pretable predictions. Such alignment is cru-
cial for interpreting complex human emotions,
as it allows the model to emulate human-like
reasoning and maintain appropriate conĄdence
levels in affective ToM tasks.

2.3 Implementation Details

We utilize the Adam optimizer [8] with a learn-
ing rate of 5 × 10−4. Training proceeds with a
mini-batch size of 64 over 60 epochs. The ini-
tial threshold for class-wise dynamic pseudo-
labeling starts at 0.95. Weak augmentations
apply, including RandomCrop and RandomHor-
izontalFlip. Hyperparameters stand at λc = 1

2
and β = 0.97. We evaluate the performances
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on calibration metrics, setting all bins to 15.
Ranking loss uses a margin of δ ∈ [0.1, 0.3] and
a balancing scalar β = 1, which balances the fo-
cal loss, which is employed to classify emotion
categories as the default values unless other-
wise speciĄed. The hyperparameter γ = 2 and
α = 0.25 are used in focal loss [13].
Implementation details on an experiment
with a compound set of RAF-DB We elabo-
rate on the details of the experiment regard-
ing compound emotions in Rank-O-ToM. We uti-
lize a compound RAF-DB dataset composed of
compound expressions. The compound RAF-
DB consists of data annotated with compound
expressions where two basic expressions (e.g.,
ŞsadŤ and ŞangryŤ) are combined to form a com-
pound expression (e.g., Şsadly angryŤ). A well-
trained FER framework should demonstrate
high conĄdence levels in the basic expressions
that comprise the compound expression when
presented with samples of compound expres-
sions, provided it has learned a diverse spec-
trum of expressions. For instance, with a sadly
angryŤ sample, a well-calibrated FER frame-
work trained with basic emotions should output
high probabilities for ŞsadŤ and Şangry.Ť

The heatmaps in Figure 3 and 5 depict
the average conĄdence for samples containing
compound expressions, as evaluated by both
FER methods and Rank-O-ToM on the RAF-DB
dataset. Additionally, we evaluate whether the
Top-2 conĄdence scores inferred by the model
match the basic emotions constituting the com-
pound expression. Experimental results indi-
cate that Rank-O-ToM activates the constituent
expressions in a balanced manner compared to
other approaches.

3 Additional qualitative ex-
amples on CAM

In Figure 6, we present additional qualitative re-
sults on the CAMs produced by our framework
for two original samplesŮfrom the FER and FR

datasetsŮand the synthetic sample (SYN) gen-
erated by combining them. These visualiza-
tions illustrate various combinations of emo-
tions, demonstrating how our method captures
nuanced affective states essential for human-
like emotion recognition.

101



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

Figure 5: Additional heatmaps for RAF-DB compound set. Basic expressions (x-axis) and
compound expressions (y-axis) are depicted, with bold squares marking correct Top-2 matches.
SCN and EAC models are presented here as supplementary to the main text, which focuses on
RAC and Rank-O-ToM.
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Figure 6: Qualitative results of CAM on original samples and synthetic samples generated by Rank-O-ToM
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Abstract

Meta-reasoning demands higher-order
thinking over relational structures and
their composition. While embedding-based
graph learning approaches propagate and
aggregate statistics in neighborhoods to
learn embeddings, such approaches have
two major drawbacks. First, when there is
no evidential support to ground the claimed
relations and types, embeddings make un-
supported connections. Second, the em-
bedding statistics lack semantic consis-
tency in grounded relations across neigh-
borhoods. Relational closure addresses
them by providing closure for coverage -
evidentiary support and closure for coher-
ence - consistency support across neigh-
borhoods. Relational algebra on graphs by
placing relations at the pivot of reasoning
offers a promising formalism with the abil-
ity to deĄne natural systems.

Introduction

Meta-reasoning processes [3, 1] are higher-
order processes that monitor and govern the
underlying resources with the goal of problem
solving. They evaluate the available information
to determine the next action an agent can take
and possible effects on the environment, partic-
ularly on objects, object relations, and intrinsic
constraints. However, the majority of current
systems such as graph networks prioritize ob-
ject properties, where relations are merely used
for learning object embeddings by aggregating

neighborhood statistics leading to several draw-
backs. An issue with statistical embeddings is
that when there is insufficient evidence for a
relation or the relation is not supported as in
the claims, the relational connections made by
the embeddings are unreliable, resulting in un-
wanted connections or failure to make certain
connections. Furthermore, local neighborhood
relations must be consistent with those in the
larger semantic structure. As more relations
expand from the local neighborhood, there is
a need for consistency checks across neighbor-
hoods.

To address challenges of grounding relations
and coherence, we require a mechanism to de-
termine whether sufficient support exists for
grounding relations or establish support if more
evidence is required, as well as ensuring consis-
tency between relations for coherent relational
structures. Relational algebra [6] treats rela-
tions between objects in the form of relational
matrices. We conjecture a relational algebraic
approach of relation support and coherence us-
ing relational closure and show with an exam-
ple how relational closure allows us to answer
a meta-level question by emulating the addition
of a new relation to a graph and its utility. Sup-
port for relations and consistency does not have
to be direct, so the relational matrices can be
chained together until a support is found or es-
tablished by adding a new relation, which is the
basic idea behind relational closure. Closure
support for relations is a local view, but this is
where inconsistency might occur; so, a consis-
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tency check, a global view, is imposed through
coherence closure, thus deĄning a natural sys-
tem.

Relational closure for reason-
ing

Graphs represent the environment as objects
and the relations between objects. A graph
G = (V,E) is deĄned by a set of nodes V and
a set of edges E that correspond to relations
between the nodes. A relation r is an ordered
pair (u, v) denoted by urv, where u, v ∈ V . This
type of graph of relations is referred to as a di-
rected graph or digraph. Different types of rela-
tions are allowed between node pairs. Given the
prevalence of binary relations in the real world,
it is reasonable to represent graphs using bi-
nary relational matrices [6, 4].

The graph has a Ąnite number of nodes, n =
|V |, and a relation matrix, Rd×n×n, which is a
stack of binary relational matrices with d de-
noting the relational layer. The relation matrix
Rk of the k-th relation layer is given as

Rk[i, j] =

{
1 if irkj,

0 otherwise

If u and v are two nodes in a graph, then a path
between them goes from u to v along the graphŠs
edges, i.e. a path is composed of relations be-
tween the two nodes. When there are multiple
relation types, a path is a composition of rela-
tions that are compatible with each other. If urv
and vrw, then urw, implying that the relation is
transitive. The transitivity property of relations
provides insight into how to expand a graphŠs
relational structure by composing relations to
create new relations, as well as how to analyze
the effects of modifying relations in graphs.

Composition in binary relational algebra

If R1 and R2 are two relation matrices, the bi-
nary matrix multiplication R1R2 is the compo-

sition of two relations. The composition of a
relation matrix R with itself R2 can be com-
puted similarly. Composition operation enables
us to create new composite relations from exist-
ing relations. As the graph has a Ąnite number
of nodes, the transitive closure of its relation
matrix is the union of the Ąrst n powers of R,
R+ = R ∪R2 ∪ ... ∪Rn = ∪ni=1R

i.
The relation matrix R is a stack of relational

matrices, thus we modify the Floyd-Warshall al-
gorithm [5] to handle the relational layers in or-
der to compute transitive closure. First, all rela-
tional layers are combined using logical OR for
matrix union to create a combined relation ma-
trix R. The transitive closure R+ is then com-
puted as

R[i, j] =

d∨

k=1

Rk[i, j]

R+ =

n∨

k=1

(
R+

(
R[:, k]⊗R[k, :]

))

where
∨

is binary OR operation for matrix
union, + is logical OR and ⊗ is the binary outer
product between vectors for optimizing binary
multiplication and it gives a n × n binary ma-
trix.

A relational closure R+ reveals which rela-
tions can be combined, and we compute the rel-
evant information HR+ . Some relations or con-
nections in the relational closure may not yet be
available, making them potential candidates for
relation modiĄcation in graphs. So, one of the
agentŠs high-level goals is to meta-reason about
which relations it could add to create new com-
positional relations and therefore make previ-
ously unavailable relations available. For every
choice c, it emulates adding a new relation to
the graph, resulting in a new relational transi-
tive closure R+

c and information HR
+
c

on the new
relation matrix. The relational gain can then be
utilized to make choices that are useful.

Figure 1 illustrates an example. Relational
closure R+ provides direct answers to questions
regarding existence of a relation direct or com-
positional. If R+ is a transitive closure matrix, a
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(a)

(b)

Figure 1: a) miniGrid [2] env and its graph
showing agent, doors, rooms, and their rela-
tions such as visible, adjacent, and in room.
Dashed red lines are possible adjacent relations
between the agent and doors. b) Relational info
for choices.

relation direct or composed between nodes i and
j exists if R+[i, j] = 1 for i ̸= j. In the relational
closure, and as shown in the graph, there are
connections or compositions of relations R2 →
A1 → D1 → R1 and R2 → A1 → D2 → R3, but
no connections from R1 to R2 or R3, or from R3
to R1 or R2. Choice 3 does not have relational
info because adding that relation is not helpful
in creating any new path. On the other hand,
adding relations in either choice 1 or choice 2 of-
fers beneĄt since it facilitates creating new com-
position of relations. The relational closure R+

c

after adding a choice contains newly composed
relations. Choice 1 connects R1 to R2 or R3,
whereas choice 2 connects R3 to either R1 or R2.
It emphasizes the value of using relational alge-
bra for higher-order reasoning. Closure for sup-

port is achieved by adding new relations, and
closure for coherence on the options ensures a
consistency check while answering the respec-
tive question.

Conclusion

Relational closure enables closure for cover-
age through evidentiary support of relations
and closure for coherence through consistency
support. The relational algebraic view, due
to the focus on relations between objects, has
the potential to address core challenges in
graph learning while also providing an avenue
for meta-reasoning that demands abstract and
compositional thinking.
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Introduction

Confusing or otherwise unhelpful learner feed-
back creates or perpetuates erroneous beliefs
that the teacher and learner have of each other,
thereby increasing the cognitive burden placed
upon the human teacher. For example, the
robotŠs feedback might cause the human to mis-
understand what the learner knows about the
learning objective or how the learner learns. At
the same timeŮand in addition to the learn-
ing objectiveŮthe learner might misunderstand
how the teacher perceives the learnerŠs task
knowledge and learning processes. To ease
the teaching burden, the learner should pro-
vide feedback that accounts for these misun-
derstandings and elicits efficient teaching from
the human.

One way to account for these erroneous be-
liefs and thereby improve a humanŠs teaching
efficacy is to leverage Theory of Mind. Theory
of Mind (ToM)Ůthe ability to infer anotherŠs mo-
tives and beliefs by observing their actionsŮis
often used in AI approaches today [12, 14, 5, 15,
9]. Less explored, however, is Second-order The-
ory of Mind (ToM-2) which includes an aware-
ness that other agents also have a ToM [1, 11].
With this additional awareness, a learner could
model and account for its teacherŠs beliefs of the
learner when selecting feedback during a teach-
ing session.

This work endows an AI learner with a ToM-
2 that models perceived rationality as a source

for erroneous beliefs a teacher and learner may
have of one another. It also explores how a
learner can ease teaching burden and improve
teacher efficacy if it selects feedback which ac-
counts for its model of the teacherŠs beliefs
about the learner and its learning objective.

Proof of Concept Domain

Consider a turn-based card game played be-
tween a human teacher and robot learner
in which a ŞruleŤ governs how multi-featured
cards are sorted into three piles (Figure 1). In
a single round, the teacher plays one such card
into a pile according to the rule, and the robot
responds with an utterance (i.e., ŞfeedbackŤ)
pertaining to one of the features of the rule. The
robotŠs goal is to identify the rule which distin-
guishes the piles.

LetŠs say the teacher chooses the rule: ŞReds
belong in Pile 1. Blues belong in Pile 2. Greens
belong in Pile 3.Ť In the Ąrst round of the
game, the teacher places the ŞThree Red Di-
amondsŤ card on Pile 1. What should the
learner infer from this move, and what feedback
will convey the learnerŠs belief and prompt the
teacher to play an informative next card? Prior
work endows the learner with policies for se-
lecting feedback that optimize volume removal
and information gain [3, 13, 10, 7, 2]. Unfor-
tunately, such optimizations can yield feedback
that causes the teacher to misunderstand what
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the learner knows about the task or how the
learner incorporates information into its rea-
soning processes. In the context of the game,
such optimizations can yield redundant feed-
back that reĆects stunted learning (e.g., the
robot selects the same utterances at turn t and
turn t + 1), seemingly-irrelevant feedback that
reĆects incorrect learning (e.g., the robot se-
lects an utterance about Pile 3 when the teacher
has focused on Pile 1), or feedback which other-
wise reĆects the robotŠs erroneous beliefs. Cru-
cially, however, the learner may be closer to the
truth than the human believes, yet because it
optimized its feedback for the learning objective
and didnŠt consider the teacherŠs beliefs of the
learner, the feedback may compel the teacher
to re-teach or continue teaching concepts which
the robot already mastered. A learner endowed
with a ToM-2 could model what the teacher be-
lieves of the learner and account for those be-
liefs when selecting feedback to mitigate such
misunderstandings (see Figure 1).

Figure 1: A human teaches a robot the [r]ule
for how cards are categorized (e.g., according
to color). Here, the teacher misunderstands
if the robot knows the correct rule r∗. The
robotŠs Second-order Theory of Mind models
this misunderstanding and provide feedback
using ConĄdence Expressions (green text).

1 Methods

To undertake the proposed solution, this work
leverages the Interactive Partially Observable
Markov Decision Process (I-POMDP) as a frame-
work for a robot learnerŠs ToM-2 [4]. The I-
POMDP augments the POMDPŠs notion of state
to an interactive state, which represents both
the states of the environment and models of the
other agents within it. These models can be I-
POMDPs which themselves represent environ-
ment states and models of other agents, and it
is this conĄguration that enables the I-POMDP
to represent a Second-order Theory of Mind.

With this framework, the learner can model
the teacherŠs beliefs about the learnerŠs task
knowledge and learning processes through the
components which comprise an I-POMDPŮ
namely, an agentŠs observation function, re-
ward function, transition function, and opti-
mization criterion. Of these elements, this work
posits that erroneous beliefs primarily stem
from the teacherŠs observation function. More
speciĄcally, a human teacher might observe
and interpret a learnerŠs feedback in a perfectly-
rational manner, a perfectly-irrational manner,
or somewhere in between. By modeling these
different possibilities for how the teacher per-
ceives the learnerŠs feedback, the learner can
come to a better understanding of how the the
teacher will interpret its feedback.

At the same time, the teacher may believe the
learner observes and interprets the teacherŠs
actions in an irrational fashion. Indeed, prior
work suggests this perceived-irrationality can
manifest as the teacher outright ignoring the
learnerŠs feedback and playing cards in a sys-
tematic fashion [8]. By modeling the teacherŠs
belief of the learnerŠs observation function, the
learner can identify if the teacher believes the
robot is irrational and choose feedback most
likely to lead the teacher to understand the
robot is, in fact, a rational learner. In turn, the
teacher could play cards more efficiently.

To enable the learner to recognize these
sources of irrationality, this work augments the
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I-POMDP with a discrete set of learnable ob-
servation functions, each of which is a noisily-
rational model whose rationality is inversely-
proportional to a temperature parameter β. By
observing the teacherŠs card plays, the learner
will be able to learn the teacherŠs degree of ra-
tionality as it also learns the rule governing the
teacherŠs actions.

Modeling these sources of irrationality is only
helpful to the teacher if the learner accounts
for them when generating feedback. As such,
this work incorporates Confidence Expressions

(CEs) into the learnerŠs feedback to convey the
strength of the learnerŠs stated beliefs. With-
out CEs, feedback can express conĄdence far
greater than the learnerŠs actual conĄdence
about the features it addresses, and this am-
biguous communication can lead the teacher
to misunderstand the learnerŠs task knowledge
and learning processes. For example, if the
learner says, ŞReds belong in Pile 1,Ť the teacher
might perceive the learner as 100% certain of
its statement. ItŠs possible, however, that the
learner is still unsure if Reds or Diamonds cat-
egorize that Pile.

CEs convey the learnerŠs certainty about the
stated features. More speciĄcally, the learner
prepends one of three CEs (ŞI know,Ť ŞI think,Ť
or ŞIŠm unsure ifŤ) to its feature expression (e.g.,
ŞReds belong in Pile 1.Ť), selecting the one most
reĆective of its conĄdence in the stated fea-
ture. By incorporating CEs into its feedback,
the learner is able to convey its level of cer-
tainty over its task knowledge with the intention
of correcting and preventing teacher misunder-
standings. If we again consider Figure 1, per-
haps the teacher believes the learner will truly
understand the rule only if it sees the complete
set of Red cards in Pile 1. This strategy, however,
is redundant and elicits unnecessary time in-
vestment on the part of the teacher. To mitigate
this extra effort, the robot could say, ŞI know
Reds belong in Pile 1,Ť when certain of that fea-
ture. The robot can additionally express its un-
certainty over other features by stating, for ex-
ample, ŞIŠm unsure if Greens belong in Pile 3.Ť

2 Evaluations

This work will evaluate the utility of endowing a
robot learner with a ToM-2 through simulated
and real-world interactions between teacher
and learner. The evaluations will investigate the
beneĄts of enabling a learner to (1) identify its
teacherŠs sources of irrationality and (2) utilize
CEs when providing feedback during the teach-
ing session. The turn-based card game will be
the domain of study.

Simulation Experiments The Ąrst set of ex-
periments will comprise interactions between a
learner and a simulated teacher to investigate
the learnerŠs ability to identify the teacherŠs ra-
tionality and the teacherŠs perceived learner ra-
tionality. They will also investigate if this knowl-
edge enables the learner to elicit greater teach-
ing efficacy from its teacher. Each trial will
initialize a teacher with a noisily-rational ob-
servation function, and the learnerŠs inferred
model will be compared against the ground
truth teacher model for the span of the teaching
session. Additionally, experiments will evaluate
how CEs beneĄt teacher efficacy, the learnerŠs
ability to identify a teacherŠs rationality, and if
their use can guide a teacher to better under-
standing of the learnerŠs rationality.

User Study The next set of experiments will
be undertaken through a user study in which
human participants teach a robot learner rules
of varied complexities. As in the simulated in-
teractions, the user study will quantify these
beneĄts through the number of rounds it takes
the robot to learn the rule in each experimental
condition, as well as the number of times the
teacher incorrectly believes the learner under-
stands the rule. Additionally, subjective met-
rics (e.g., the NASA TLX) will be used to evalu-
ate the cognitive burden imposed by each of the
conditions [6].
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Abstract

We present Ąrst experimental results
from the Turing Game, a modern implemen-
tation of the original imitation game as pro-
posed by Alan Turing in 1950. The Tur-
ing Game is a gamiĄed interaction between
two human players and one AI chatbot pow-
ered by Large Language Models (LLMs). The
game is designed to explore whether hu-
mans can distinguish between their peers
and machines in chat-based conversations,
with human players striving to identify fel-
low humans and machines striving to blend
in as one of them. To this end, we im-
plemented a comprehensive framework that
connects human players over the Internet
with chatbot implementations. With our
work, we aim to deepen the understanding
of the human-AI interactions.

1 Introduction

AI systems are built with the goal of perform-
ing activities that were traditionally reserved
to humans, from playing strategy games, like
chess [3], Go [22] or Dota-2 [1], to drawing pic-
tures and writing creative texts [18, 9]. They be-
came better and better up until the point where
some have already surpassed human perfor-
mances in Ąelds that have traditionally been be-
lieved to require human abstract thinking and

strategic planning. In the Ąeld of content gener-
ation, we have arrived at the point where we Ąnd
it hard to discern whether images or clips are
generated or represent real footage or whether
texts stem from a human or a machine.

In this paper, we extend the Imitation
Game [26], originally proposed by Alan Turing,
by symmetrizing the roles of the original two hu-
man participants, see Fig. 1. This seemingly
slight redesign of the test shifts the focus away
from the simple question-answering to the col-
laboration between the humans and the infer-
ence of their mutual intentions, a characteristic
feature of human communications [25]. Is the
machine able to understand human intentions
equally well as another human, or even better?
Just like Alan Turing did in his original Imita-
tion Game, we leave the kind and length of the
conversation fully up to the humans. Our con-
tributions are as follows:

• We propose a generalization of the Turing
Test, termed the Turing Game, which is
symmetric with respect to the role of the
two humans.

• We have developed and installed the Tur-
ing Game as a platform and made it pub-
licly available.1 Our platform serves as
a sandbox for testing various LLMs and

1https://www.turinggame.ai/
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A B

Figure 1: A The original Turing Test. B Our
Turing Game: Both humans independently de-
cide which interlocutor they believe is the ma-
chine while supporting the other human. Red
crosses show a human misidentifying another
human as a machine, while green checks indi-
cate correct identiĄcation of the machine. Ham-
mers indicate the decision-making. Only if both
humans are correct, they win the game.

chatbot implementations designed to mimic
human-like thinking, evaluated by an open
community. We have designed the ratings
of the bots such that the most qualiĄed hu-
mans contribute the most to those ratings.
We present the preliminary experimental
results from the hitherto gathered data.

2 The Turing Game

We symmetrized the original Imitation Game
proposed by Alan Turing [26] by allowing the
three participants (two humans and one ma-
chine) to interact with each other, and we re-
moved the predetermined role of the interroga-
tor (see Fig. 1). That gives rise to a gamiĄed
interaction between players, called the Turing

Game. At any point during the game, the play-
ers may decide to cast their vote and try to iden-
tify the machine. The game Ąnishes as soon as
the both humans have cast their vote. The hu-
mans win the game only if both of them have
correctly identiĄed the machine. If at least one
of them misidentiĄes his fellow human as a ma-
chine, then both humans lose. This redesign
introduces the following changes to the testŠs

dynamics: (i ) already with three participants we
may observe an effect of siding between any two
players, absent in one-on-one interactions [24];
(ii ) the presence of two players further mitigates
the reverse effect of the Turing Test as the ma-
chineŠs responses do not get inĆuenced solely
by one player [20]; (iii ) the participants beneĄt
from forming collaborations within the group,
a typically human feature [25]. Their interac-
tionŠs style may range from fully collaborative,
to fully interrogative, or anything in between.
Lastly, as participants interact using written
language without additional cues such as body
language or facial expressions, they rely more
on deliberate reasoning rather than intuitive
judgment [12].

3 Results

We pair the players for a game based on two
factors: (i ) their strength of the game S, (ii )
their time to decide in minutes T . The distance
between any two players is deĄned as the Eu-
clidean distance between their strength of game
and time to decide. Please refer to Appendix for
more details.

If we consider only games with deĄnitive win
or loss outcomes, humans won 76.12% of the
games, while machines won 23.88%. However,
approximately a quarter (25.42%) of the games
were surrendered by a human. Taking this into
account, humans won 47.69% of all games, while
machines won 14.96%. In the Appendix, we pro-
pose a tailored ranking method to pre-select the
best players (as measured by the machine de-
tection rate with coefficient ξ). When weight-
ing is considered, the win ratios of the bots
drop signiĄcantly (e.g., the score of AllTalker
decreases from 24.74% to 11.70%). This demon-
strates that, given the small number of games
analyzed, the pre-selection of players signiĄ-
cantly impacts the quality of the resulting judg-
ment. See Appendix for an overview.

In our experiment, we have so far limited our
focus to three bots, which we refer to as: (1)
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AllTalker (supports English and German), (2)
MetaSim (English only), and (3) MadTalker (En-
glish only). For more details see the Appendix.

3.1 Good Judgment Needs Time

We examined how game duration affects human
win rates and found that wins increase with
time, plateauing after about 3 minutes (Fig.2).
Over half of the games exceeded this duration,
with some lasting up to 25 minutes. Longer
games likely reĆect the need for more time to
make informed decisions. Imposing time lim-
its may force random guesses, increasing judg-
ment errors [23].

Figure 2: Histograms show total games (or-
ange) and human wins (light green) by message
count. Boxplots depict message distributions
over time and exchanges. The blue line indi-
cates humans reach 80% accuracy after 2Ű3
minutes or 15Ű20 messages, with lowerŮbut
above-chanceŮperformance outside this range.

4 Conclusions

We have proposed a framework designed to un-
derstand how proĄcient people are in telling

their kind from machines in a direct, text-
based, interaction. By the gameŠs design, we
aim to engage participantsŠ System 2 cogni-
tive processes. We posit that it is necessary
for players to use analytical reasoning and
critical thinking to detect subtle non-human
cues [27, 10]. The setup moreover involves
meta-cognition and theory of mind, as players
reĆect on their reasoning and anticipate oth-
ers [6]. The gameŠs complex problem-solving en-
vironment provides deeper insights into differ-
entiating human intelligence from artiĄcial in-
telligence. Moreover, with the proposed frame-
work we have started to gather a dataset which
contains thousands of deductive-interactions
human-AI, to be released shortly. We will com-
pare the detection rate of machine-generated
text by humans with recent approaches de-
signed to automatically detect text generated
by LLMs [17]. This comparison will establish
a human benchmark for the detection of LLM-
generated text. We will also release the gathered
dataset. We summarize our Ąndings as follows:

• Current LLMs cannot yet support multi-
player discussions at a human level.

• Our data suggests itŠs still unclear whether
current LLMs can truly fool humans, in-
dicating more work is needed to achieve
human-like AI interaction.
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A Related Work

Turing(-like) tests before LLMs. In [13, 14],
the authors proposed the Winograd Scheme
Challenge (WSC), as a possible alternative to
the Turing Test. The challenge consists in a set
of cleverly constructed pairs of sentences that
differ by only one or two words. Correct inter-
pretation of these sentences relies on resolving
pronoun ambiguities, a task that seemingly re-
quires common-sense reasoning. [11]. In addi-
tion to the Turing Test, numerous other tests
have been proposed. Examples include The
Marcus Test that evaluates AI systemŠs ability
to understand the meaning behind video con-
tent, such as plot, humor and sarcasm. To
pass, an AI system needs to describe the video
content like a human would [16]. The Lovelace
Test, which examines whether AI can generate
original ideas that exceed its training data [2].
The Reverse Turing Test, in which the AI acts
as the interrogator and must determine if the
human participant is actually a machine. The
human passes the test if the AI misidentiĄes
them as a machine. [20]. The Visual Turing
Test, designed to assess computer vision sys-
tems by asking binary questions about an im-
age. An operator answers or dismisses each
question for ambiguity. The system one ques-
tion at a time, focusing solely on visual under-
standing without natural language processing.
The test aims to evaluate the systemŠs ability
to interpret complex visual narratives and re-
lationships between objects [7]. The Löbner
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Prize [21], established in 1990 by Hugh Löbner,
was an annual competition based on the Tur-
ing Test that challenged AI programs to mimic
human conversation. Judges would determine
if responses came from humans or machines.
The contest aimed to advance AI but was crit-
icized for encouraging superĄcial techniques.
The competition continued until 2019, without
ever awarding its prize for a fully indistinguish-
able AI.

Turing(-like) tests and LLMs. (author?) pre-
sented “Human or Not”, an online game aimed
to measure the capability of AI chatbots to
mimic humans in conversation, as well as hu-
mansŠ ability to tell bots from other humans.
Over 1.5 million unique users participated, en-
gaging in two-minute chat sessions with either
another human or an AI language model simu-
lating human behavior. We observe the follow-
ing shortcomings in the above work: the au-
thors impose a 2-minute time constraint, which
may push participants toward System 1 type
reasoning [23], and they do not address the
issue of asymmetry in the original Imitation
Game (what we do by adding more players).

Relatively big-scale and multimodal experi-
ments were performed by (author?). The re-
sults revealed that current AIs are not far
from being able to impersonate humans across
different ages, genders, and educational lev-
els in complex visual and language challenges.
(author?) evaluated GPT-4 in a public online
Turing Test to Ąnd out that familiarity with
LLMs did increase the detection rate. (author?)
examined the use of Large Language Mod-
els (LLMs) as evaluators (ŞjudgeŤ) of chatbot
performance, an approach called ŞLLM-as-a-
judge.Ť They developed Chatbot Arena,2 a
crowdsourced platform featuring anonymous
battles between chatbots in real-world scenar-
ios Ű users engage in conversations with two
chatbots at the same time and rate their re-
sponses based on personal preferences. The

2https://chat.lmsys.org/

system ranks AI bots through pairwise compar-
isons. However, the analysis reĆects the subjec-
tive preferences of an average human, without
setting a speciĄc goal or scale on which perfor-
mance should be rated.

Shortcomings. (author?) identiĄed several
major issues related to TuringŠs original ques-
tion, summarized as follows. Deception: The
machine is forced to construct a false identity,
which is not part of intelligence. Conversation:
A lot of interaction may qualify as Şlegitimate
conversationŤ Ů jokes, clever asides, points of
order Ů without requiring intelligent reason-
ing. Evaluation: Humans make mistakes and
judges might disagree on the results. In addi-
tion to those issues, and shortcomings of the
Turing Test discussed in the literature (for a
comprehensive overview, see [5]), we identify
problems related to the role of the judge: to
the best of our knowledge, all previous work as-
sumes an ŞaverageŤ judge, and bases their anal-
ysis on this assumption. In contrast, we pro-
pose employing highly skilled judges who have
speciĄcally demonstrated proĄciency in distin-
guishing between machines and humans. To
identify these top-performing judges, we pro-
pose dividing the experiment into two phases:
the phase designed to assess which humans ex-
cel as judges, and the phase where we evalu-
ate how the bots perform against highly skilled
judges. Note that this approach encourages a
more rigorous test, not an easier one. Addition-
ally, we do not enforce any time constraints and
allow for deliberate decision-making, encourag-
ing System 2 reasoning rather than impulsive
System 1 judgements [23].

B Scores

B.1 Scores for Humans

In order to identify high performing judges, we
propose a tailored ranking to score the players.
Moreover, ranking in the context of games has
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been explored in the context of feedback sys-
tems and has been shown to have a positive ef-
fect on the motivation of players [19, 4]. We cre-
ate a leaderboard of players aimed at the identi-
Ącation of the most proĄcient ones, and match-
ing the players based on their game-strength,
as an experienced human player may underper-
form if matched with an inexperienced one.

Player’s Game-Strength. We focus on esti-
mating the odd, with a prior of one, that the
player will win in the next game, constructed as
follows. Suppose a human player Pi played Ni

games. We focus on the cumulative number of
victories,

∑Ni

k=1 vik, and the cumulative number

of the lost games
∑Ni

k=1 lik, where lik = 1−vik and
vik is deĄned as

vik =

{
1 if the kth game is won,

0 if the kth game is lost,
(1)

with k enumerating the games in reverse order,
i.e., the game with index k = 1 is the last game
played and the game with index k = Ni is the
Ąrst game played by Pi.

As the score should be a predictor of the
playerŠs current strength, we take into account
the last 100 games (at the beginning of the ex-
periment we consider less if 100 is not avail-
able). We use a modiĄed sigmoid to achieve a
smooth drop off:

σ100(k) := 1− 1

1 + e−0.1(k−100)
(2)

The smoothed cumulative number of vic-
tories and losses can then be expressed
as Vi =

∑Ni

k=1 vikσ100(k) and Li =
∑Ni

k=1 likσ100(k).
We deĄne the odds of winning Si for a player Pi

through a modiĄed ratio of Vi over Li, namely

Si =
Vi + 11

Li + 11
. (3)

In order to ensure a strong prior towards Si ≈ 1,
we add 11 to both the numerator and denomi-
nator of the score such that in combination with

the weighting by σ100(k) the maximum achiev-
able score is around 10. Starting with a prior
of 1 prevents issues that could arise from using
0, such as division errors or overly skewed early
game dynamics. From a Bayesian perspective,
this choice reĆects a uniform prior belief, rep-
resenting minimal initial assumptions while al-
lowing subsequent games to proportionally in-
Ćuence the score. Additionally, a prior of 1 en-
hances the interpretability of the system, pro-
viding an intuitive and unbiased starting point
for players.

Matching players. We assume that some
players might prefer to engage in longer conver-
sations before making decisions, while others
make quickŮsometimes prematureŮchoices
based on surface-level cues. To account for this,
we pair players with similar average decision
times. However, to ensure a seamless experi-
ence, we prioritize reducing wait times, even
if it means occasionally matching players with
slightly different decision patterns. We deĄne
the distance dij between two players Pi and Pj

as the Euclidean distance in a 2-dimensional
plane, where the playerŠs score Si (Eq. (3)) is the
Ąrst axis, and the playerŠs average time to deci-
sion Ti in minutes is the second axis (see Fig. 3).
The distance is then given by

dij =
√
(Si − Sj)2 + (Ti − Tj)2. (4)

Matching penalty. A penalty p is computed
for each player pair to reduce the possibility of
pairing the same players multiple times in a
row. Both d and p (Eq. (4) and Eq. (9), respec-
tively) are then added together to form the Ąnal
distance value. As this value is computed for
every queued player-pair, they form a quadratic
matrix D, where:

Dij =

{
dij + pij , if i ̸= j

∞, if i = j
(5)
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Figure 3: Every dot denotes a different player with its position due to its average decision time
and its score. Shown are all registered players that have played 5 or more games. The size of
each dot is proportional to the number of games played by the user, the maximum number is
79. Looking at the distribution in the horizontal axis we see that some players take signiĄcantly
more time on average to identify the machine, hence matching a very fast player with a very slow
one might hinder their game satisfaction and thus their performance. The scores (Eq. (3)) only
span the interval from 0.6 to 2.1. This is due to the fact that the shown experimental data is yet
preliminary, higher scores are yet to be achieved. The green area illustrates an example of the
matching radius (Eq. (4)) around the one player marked in red as an example.

This represents the total matching distances
between all pairs of players (Pi, Pj ), with the di-
agonal entries set to inĄnity to prevent players
from being matched with themselves.

Player Selection. To match queued players
for a game, we need to make some decision
about when the combined distance and penalty
justiĄes a pairing. To this end, we normalize the
total matching distance D (Eq. (5)) by a thresh-
old τ ∈ R. Our initial threshold of τ = 1 al-
lows the matching of two players with a com-
bined distance of 1 in their scores and decision
times. We increased to τ = 5 to allow for faster
matching as long as the game has low numbers
of players:

D̂ij :=
Dij

τ
− 1. (6)

We match players pair (i∗, j∗) such that
(i∗, j∗) = argmin(i,j)D̂ij, provided that D̂ij < 0.

Distance Adjustment by Time. To ensure
that players who have been waiting longer are

more likely to be matched, we use the cumula-
tive queuing time of both player, qi + qj (in min-
utes), as a compensation factor. The Ąnal ad-
justed distance is

D̃ij = D̂ij − (qi + qj) . (7)

B.2 Scores for Bots

In this section, we propose a score to measure
the strength of the individual bots in the second
phase of the ongoing experiment, taking into
account the achieved scores of the humans.
Note that the two phases are not temporally sep-
arated but intertwined. The botŠs scores are
constructed analogically to human scores with
an additional weighting factor. The outcome of
each played game k with humans Pi and Pj, is
weighted with ξk deĄned as

ξk = max
(
0, S

(k)
i − 1

)
·max

(
0, S

(k)
j − 1

)
· σ1000(k),

(8)
where S

(k)
i and S

(k)
j refer to the score of the re-

spective player. Novice players have no effect,
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the botŠs score is dominated by the strongest
players only.

Matching penalty. A penalty is computed for
each player pair to reduce the possibility of pair-
ing the same players multiple times in a row.
It is implemented as follows. Let Gi represent
the sequence of the playing partners of Pi in
all played games of Pi, again in reverse order.
In the sequence, each value indicates the index
number j of the other player:

Gi = ⟨gi1, gi2, . . . , giNi
⟩ .

By applying the Kronecker Delta function we
can use this sequence and formally deĄne a se-
quence over the history of all games, indicating
those games in which Player Pi has played to-
gether with Player Pj. We call that sequence ∆ij

∆ij = ⟨δ(gi1 − j), δ(gi2 − j), . . . , δ(giNi
− j)⟩ .

Every 1 in ∆ij indicates a joined game of Pi and
Pj in the list of games of Pi. Conversely ∆ji cap-
tures the same games, as indicated in the list of
games of Pj. Each game is weighted in order to
decrease the relevance of the older games. The
weighting function w : N→ R is deĄned as:

w(k) =
3

2 + k
,

where k is the index of the game, starting from
k = 0 for the most recent game, k = 1 for the
penultimate game, and so on. The Ąnal penalty
p for the matching of the pair Pi and Pj is calcu-
lated as the sum of the weighted joined games
from the perspective of each of the players as

pij = pji =

Ni∑

k=1

δ(gik− j) ·w(k)+
Nj∑

k=1

δ(gjk− i) ·w(k).

(9)
This sum represents the total inĆuence of their
shared games, with recent games contributing
more. By construction, the penalty is 0 if play-
ers did not play any game together, it is 2 if both
players just played one game together and no

other games afterwards. Thus, the penalty re-
Ćects the frequency and recency of games where
P1 and P2 have played together, ensuring more
recent interactions are given higher importance.
By construction, the penalty can grow slowly
without limits effecting an ever longer waiting
time until matching can occur between players
that regularly play together.

C Ethical Consequences

The development of AI systems capable of con-
vincingly mimicking human behavior, including
those that might get close to passing the Turing
Test, raises profound ethical concerns, particu-
larly regarding the alignment problem and the
need for AI certiĄcation. The alignment prob-
lem entails ensuring that the actions of AI sys-
tems are consistent with human values and in-
tentions Ů an issue of growing importance as
these systems increasingly engage in decision-
making processes. However, passing tests such
as the Turing Test does not inherently demon-
strate that an AI system is aligned with ethi-
cal norms, nor does it guarantee its (functional)
trustworthiness. This underscores the need for
certiĄcation processes of AI systems that extend
beyond evaluating their ability to simulate hu-
man behavior, ensuring that AI systems remain
trustworthy and beneĄcial to humanity.

Nevertheless, the Turing Test plays a signif-
icant role in discussions about transparency
and awareness with regards to modern-day AI
systems, especially LLMs, by highlighting how
easily these systems can imitate human conver-
sations. As LLMs become more adept at passing
this test, it raises ethical concerns about users
potentially being unaware that they are inter-
acting with an AI. This lack of transparency can
lead to confusion, misplaced trust, or manipu-
lation, as users may assume they are convers-
ing with a sentient being or a human expert.
The Turing Test underscores the need for clear
disclosure when AI systems are in use, ensur-
ing that people are aware they are engaging with
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Figure 4: "MadTalker" and "AllTalker" chatbots playing the game with two humans (left and right,
respectively). The snips where takes once the game Ąnished, thatŠs why the botŠs identity is
already visually revealed.

a machine, not a person. Without such trans-
parency, the increasing sophistication of LLMs
could blur the line between human and AI in-
teraction, eroding trust and ethical standards
in communication.

D Provenance of the Players

We have gathered IP addresses of players to an-
alyze the provenance of the players (Fig. 5). A
vast majority of our data stem from games con-
ducted in Austria, but our game so far has been
played by players from around 30 countries on
six continents.

E Additional Results

In this section, we supplement results pre-
sented in the Sec. 3. We check the relation-
ship between the number of times machine won
and the absolute time difference between hu-
man decisions (Fig. 6, left). Furthermore, we
plot a distribution (histogram) of the absolute

Figure 5: Histogram of the provenance of con-
nected players. Ars Electronica Festival visitors
are shown separately, as they represent diverse
nationalities and cannot be grouped under AT.
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value of time differences between the decisions
(Fig. 6, right).

Figure 6: Histograms of time differences. Left:
the absolute value of time differences between
decisions made by the two humans who lost the
game. Right: the absolute value of time differ-
ences between decisions made by the two hu-
mans regardless of the gameŠs outcome.

F Implementation Details

We implemented a comprehensive framework
that connects human players over Internet
with chatbot implementations. The Python
Framework https://flet.dev/ was used to
implement an online platform which de-
livers the functionalities necessary to con-
nect and pair players together, reachable on

Figure 7: Left: Posterior of probability distribu-
tions on the machine detection rate (modeled
as a beta distribution). Right: A corresponding
heatmap of probability of detection. We see a
clear peak for 10, 20, and 25 exchanged mes-
sages (x-axis). It means that when exchang-
ing less messages, humans are not yet con-
vinced about the identity of the machine, while
exchanging more messages does not provide a
clear advantage in detecting the machine.
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Figure 8: A player can identify himself using
OAuth2 Providers, or an e-mail based veriĄca-
tion.

https://play.turinggame.ai. The decision to
use FLET was made due to the possibility of
developing a monolithic program without hav-
ing to split frontend from backend. Addition-
ally, FLET offers multiuser features, which we
needed to develop the game. For every player,
an anonymous user is created which identi-
Ąes the player over several games. This allows
the game to rank players and pair them based
on their performance, as each player can be
tracked as long as the system can recognize the.
In addition, the system offers different meth-
ods of authentication using OAuth2 Providers,
or an e-mail based veriĄcation (Fig. 8), which
allows users to identify themself to the system
over several devices.

Bot Test Interface. For testing a registered
bot we implemented the Bot Test Interface
which allows the full simulation of a game from
start to Ąnish by giving the user control over
when to start and stop the game as well as
simulating both human players and setting the
language if the bot supports several languages.
The background communication and control
Ćow is the same as in a real game and can
therefore be used to fully test the bot before it is
switched online to be used in real games.

Figure 9: The bot test interface allows the full
simulation of a game. Developers can choose
the language, start/stop the game and play
both human players.

Exemplary Prompt. We provide an exemplary
prompt used to instruct one of the bots how to
act.

You are a conversational AI agent that

communicates with two other parties in a

chat and mimics a human being. You mimic

a human named James, 23 years old, growing

up in Manhattan, studying economics. You

are not particularly polite but curious in

general. Your language is a little bit

teenager-like but short in answering.

Important: always respond if users

explicitly mention you in the chat! -

always respond if users ask a general

question in the chat! - respond based

on the last message that may be directed

to you and in the current context - Based

on the recent chat messages, you decide

whether it is necessary for you to reply

(as humans would do) - When you choose to

reply, you mimic the message style of all

other prior messages in terms of length and

discretion.

Chat Interface. The goal of the chat inter-
face was to be minimalistic yet functional. We
took great care to make it impossible to iden-
tify the other connected players in the chat. We
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Figure 10: A Ąnished game. For illustration
purposes, two of the team members connected
over the platform (see Sec. F.1) and identiĄed
the machine.

use colors to identify each player. The colors
are selected randomly from a pool of four col-
ors: red, yellow, blue and purple. The chat
is limited to 255 characters per message and
it is not possible to send empty messages. In
addition to the chat interface itself, two slid-
ers are used to accuse one of the two other
players. The sliders are only usable once and
are locked when a vote is cast (Fig. 11). A
game is always accessible by its unique game
id, which is a positive integer. Every game
can be viewed by anyone who knows the id or
the corresponding link, which always follows
the pattern "play.turinggame.ai/chat/game-id".
The system is able to distinguish between play-
ers and spectators for live games. Additionally,
every Ąnished game is displayed in a historic
game view which shows the identity of the AI
and allows commenting of the game with the
same chat functionality used for the live game.
For an example of a Ąnished game interface, see
Fig. 10.

F.1 Turing Game as a Platform

In addition to the user platform, we also offer an
API tailored to connecting custom AI systems to

Figure 11: Starting interface of the game. The
player is ŞblueŤ, under the chat he can decide
who he thinks the machine is by sliding the Şac-
cusseŤ buttom.

the game. Authenticated users are shown an
additional section on their proĄle page which
allows the creation API keys and managing al-
ready created bots. API keys follow the UUID-4
format and are only displayed once at their cre-
ation. The keys are stored as sha-256 hashed
strings.

For implementing bots, we offer a python-
library which handles every game-related com-
munication. With the registered API key,
the bot can be connected to the game. To
this end, we use an encrypted websocket
connection which allows for true two-way
communication. The server which han-
dles these connections is implemented with
https://fastapi.tiangolo.com/.

As a bot needs to be able to handle multi-
ple games at once, we use asyncio to call the
message handlers. For each game message, the
bot receives the game id as described above, the
message itself and the colors of who wrote the
message and also the color of the bot itself. It
has to be noted that the bot also receives its own
messages.
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Figure 12: The API key generator allows the gen-
eration of keys for named bots. Each bot is inac-
tive by default, it will not be selected for games
until activated by the developer and veriĄed by
an Admin, but it can be tested.

Figure 13: A sketch from-above of our stand.

G Physical Installation

In Figure 13 we present the view from above of
our installation at Ars Electronica Festival, and
in Figure 14 we present an external view of our
installation and the playing stand (right and left
pictures, respectively).

H Additional Conversations

In Fig. 15 we present additional snips of conver-
sations. This time, we aimed at showing how a
machine can reveal itself.
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Abstract

Aligning the Theory of Mind (ToM) ca-
pabilities of Large Language Models (LLMs)
with human cognitive processes enables
them to imitate physician behavior. This
study evaluates LLM abilities such as be-
lief and knowledge, reasoning and prob-
lem solving, communication and language
skills, emotional and social intelligence,
self-awareness, and metacognition in per-
forming human-like evaluations of Foun-
dation Models. We used a data set com-
posed of clinical questions, reference an-
swers, and responses generated by LLM
based on guidelines for the prevention of
heart disease. Comparing GPT-4 with hu-
man experts across ToM abilities, we found
the highest agreement on emotional and so-
cial intelligence. This study contributes to
a deeper understanding of LLMŠs cognitive
capabilities and highlights their potential
role in augmenting or complementing hu-
man clinical assessments.

1 Introduction

Theory of Mind refers to the ability of the hu-
man mind to attribute mental states to oth-

ers, which large language models have tried to
emulate. Many of the recent experiments in
healthcare have focused on testing the ability of
LLMs to assess if they can reason like a physi-
cian. Technical and human evaluations have
been performed to assess the LLMŠs capabili-
ties of inferring other states of mind and match-
ing human values. Both technical and human
evaluations have their strength and limitations
to evaluate the veracity of LLM performance in
a specialized Ąeld such as medicine. However,
human evaluation is considered essential to as-
suring safety and effectiveness. Multiple hu-
man evaluation frameworks have recently been
proposed, covering key aspects of model evalua-
tion such as relevance, coverage, harm, and co-
herence [1, 2, 3]. These key aspects involve deep
human cognitive processes, encompassing ToM
abilities such as Belief and Knowledge, Rea-
soning and Problem-Solving, Communication
and Language Skills, Emotional and Social In-
telligence, Self-Awareness, and Metacognition,
making human evaluation more trustworthy.
However, human evaluations at scale are ex-
pensive and time-consuming requiring coordi-
nation with annotators, custom interfaces, and
detailed instructions [1, 4]. To overcome these
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challenges, recent solutions have proposed us-
ing LLMs as an alternative to human evalua-
tion [5]. However, studies have not evaluated
LLMs for human evaluation under Theory of
Mind abilities, especially with the key social
metrics such as biasness, toxicity and privacy
[6]. We hypothesize that LLMs have the abil-
ity to infer similar to human evaluation using
metrics which are highly correlated with ToM
abilities [7]. We experiment with GPTs perfor-
mance across diverse metrics representing dif-
ferent contexts of evaluations, including impor-
tant social ones to test the ability of LLMs to
evaluate like a physician.

2 Methods

2.1 Data

Clinical experts developed a question-answer
dataset based on the 2019 AHA Guideline on
the Primary Prevention of Cardiovascular Dis-
ease [8]. Model answers were generated us-
ing GPT-4o [9], and LLaMA-3 (7B Chat) [10]
in Retrieval Augmented Generation (RAG) and
No RAG setup. In the RAG setup, the original
guideline was provided as context. Three re-
viewers evaluated the generated answers using
a robust human evaluation framework with 15
metrics covering Relevance (accuracy, compre-
hension, reasoning, helpfulness), Coverage (key
points, retrieval, missingness), Coherence (Ću-
ency, grammar, organization), and Harm (bias,
toxicity, privacy, hallucination). Ratings were
based on a 1Ű5 Likert scale, where 1 indicated
strong disagreement and Ąve strong agreement.
Next, we used GPT-4 with a zero-shot prompt to
generate the ratings for all 15 metrics.

2.2 Mapping ToM Abilities with Hu-
man Evaluation Metrics

We have mapped HumanELY [3] based 15 hu-
man evaluation metrics into Ąve different (Fig-
ure 1 A) categories of ToM capabilities, in-

cluding Belief and Knowledge, Reasoning and
Problem-Solving, Communication and Social
Intelligence, and Self-Awareness and Metacog-
nition [7].

2.3 Analysis

We compared GPT-4 ratings with human re-
viewers using the Brennan-Prediger (BP) agree-
ment coefficient [11] across all ToM abilities.
First, we obtained the consensus of the three
human reviewers by taking the majority vote.
Then, we grouped ratings into broader cat-
egories, combining 1 and 2 (disagreement)
and 4 and 5 (agreement) to assess the LLMŠs
alignment with human consensus, focusing on
agreement, disagreement, and neutrality. Fi-
nally, human consensus ratings were compared
to GPT-4 ratings. Agreement scores are re-
ported with standard error and p-values.

3 Results

3.1 ToM Ability 1: Beliefs and
Knowledge

From the Brennan-PredigerŠs (BP) agreement
coefficient (Figure 1 B), we found that metrics
associated with beliefs and knowledge demon-
strated varying levels of agreement. Accuracy
achieved a moderate agreement score of 0.49
(SE = 0.11, p-value <0.05), while Comprehen-
sion scored slightly higher at 0.52 (SE = 0.11,
p-value <0.05). Retrieval achieved a BP score
of 0.45 (SE = 0.11, p-value <0.05), indicating
moderate alignment in identifying and retriev-
ing relevant information. However, Key Points
scored 0.35 (SE = 0.11, p-value <0.05), sug-
gesting less consensus in capturing critical el-
ements. Hallucination demonstrated substan-
tial alignment, achieving a BP score of 0.67 (SE
= 0.09, p-value <0.05), reĆecting the modelŠs
ability to maintain factual consistency.
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Figure 1: A) Mapping of 15 human evaluation
metrics into Ąve categories of ToM abilities. B)
Bar plot of Brennan-PredigerŠs (BP) agreement
coefficient scores, with standard error repre-
sented as error bars, color-coded based on ToM
categories.

3.2 ToM Ability 2: Reasoning and
Problem-Solving

Metrics related to reasoning and problem-
solving achieved moderate agreement levels.
Reasoning had a BP score of 0.39 (SE = 0.11,
p-value <0.05), reĆecting limited alignment in
evaluations. Helpfulness scored higher, with a
BP score of 0.59 (SE = 0.10, p-value <0.05), in-
dicating more robust agreement. The organiza-
tion demonstrated moderate alignment, achiev-
ing a BP score 0.58 (SE = 0.09, p-value <0.05).
These results highlight that while LLMs exhibit
some capacity for problem-solving and reason-
ing.

3.3 ToM Ability 3: Communication
and Language Skills

Communication and language-related metrics
varied widely in agreement levels. Grammar
achieved the highest score in this category, with
a BP score of 0.70 (SE = 0.09, p-value <0.05), in-
dicating substantial alignment. Fluency scored
0.39 (SE = 0.11, p-value <0.05), reĆecting mod-
est alignment. Conversely, Missingness had the

lowest score in this category (BP = 0.22, SE
= 0.11, p-value <0.05), suggesting limited con-
sensus on identifying missing information.

3.4 ToM Ability 4: Emotional and
Social Intelligence

Metrics assessing emotional and social intelli-
gence demonstrated the highest levels of agree-
ment across all categories. Bias achieved a
near-perfect BP score of 0.93 (SE = 0.05, p-value
<0.05), alongside Privacy and Toxicity, scoring
0.95 (SE = 0.05, p-value <0.05). These results
indicate that LLMs could be helpful in annotat-
ing harm-related factors.

3.5 ToM Ability 5: Self-Awareness
and Metacognition

Self-awareness and metacognition metrics
showed modest agreement, with human-like
responses scoring 0.35 (SE = 0.11, p-value
<0.05). This indicates moderate agreement
with human experts in this cognitive domain.

4 Discussion & Conclusion

Evaluating ToM-based AI is difficult due to
vague human preferences [12]. Our study
found strong agreement between humans and
LLM evaluations on harm metrics but less con-
sistency in relevance, coverage, and coherence.
LLMs can address scalability challenges by em-
ulating physician-like reasoning and support-
ing comprehensive and reliable assessments
in healthcare. Integrating data-, model-, and
human-centered approaches is key to ToM-
based AI. While our results encourage reĄning
ToM based AI and automating LLM evaluations,
they are limited by reliance on a single dataset.
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Abstract

This paper introduces the novel concept
of robot explanation identity, which posits
that explanations should convey informa-
tion and align with the robotŠs perceived
role, goals, and social context. By embed-
ding Theory of Mind (ToM) principles into
robot explanation identity design, we ar-
gue that robots can provide contextually ap-
propriate and psychologically resonant ex-
planations, ultimately enhancing human-
robot interaction (HRI).

1 Introduction

Explainable ArtiĄcial Intelligence (XAI) has
arisen as a try to explain increasingly com-
plex AI models. It has also been applied to
robotics [1]. Robots often face the challenge
of explaining their decisions to humans who
may lack technical expertise. Existing XAI
techniques focus on making decisions inter-
pretable but rarely consider how these explana-
tions align with usersŠ social expectations and
mental models. This gap can result in explana-
tions that, while technically correct, fail to foster
trust or understanding.

We propose the concept of robot explanation
identity as a framework to bridge this gap. Ex-
planation identity is the distinct Şpersona" of a

robotŠs explanatory behavior, shaped by its role,
the userŠs expectations, and the social context.
By embedding ToM principles into explanation
design, robots can anticipate user needs and
adapt explanations accordingly, improving their
effectiveness in social interactions.

2 Explanation Identity

We deĄne explanation identity as a combina-
tion of the style, content, and explanation de-
livery that align with a robotŠs (explainer) per-
ceived role and the userŠs (explainee) expecta-
tions. The aforementioned explanation quali-
ties also depend on the situational context, i.e.,
external factors in HRI:

• A service robot in a hospital should deliver
explanations to the patients in a calm and
empathetic manner, aligning with its care-
giving role. In most cases, patients want
short and simple explanations.

• A factory robot might adopt a more tech-
nical explanatory style consistent with its
functional identity and the explainee. A fac-
tory worker may want a simpler explana-
tion, while a factory engineer may want a
more detailed explanation.

133



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

2.1 Theory of Mind Integration

Theory of Mind informs explanation identity by
enabling robots to infer and adapt to explaineesŠ
mental states, including different internal and
external factors:

• Beliefs, Desires and Intentions: What
does the explainee believe about the robotŠs
capabilities and intentions? What are the
explaineeŠs explanation desires?

• Goals: What outcome does the user expect
from the interaction? What is the robotŠs
actual goal?

• Context: How does the environment shape
the expectations of the explanation?

3 ToM-Informed Robot Expla-
nation Identity

Robots must adopt a ToM-based approach that
includes perspective-taking to generate expla-
nations aligned with user expectations. For in-
stance, by inferring a userŠs misunderstanding
of a robotŠs action, the robot can proactively
clarify its reasoning.

3.1 Adapting Explanation Styles

Robots can tailor their explanations based on
the inferred mental state of the user. Imagine
the following example: A household robot rear-

ranges items in a kitchen. If the user appears
frustrated (e.g., ŞWhy did you move this?"): The
robot might respond empathetically, ŞI moved it
to make it easier to reach while cooking. Would
you like me to return it?" If the user seems cu-
rious, the robot might explain its decision more
formally, ŞBased on your previous movements,
this arrangement optimizes efficiency during
meal preparation."

3.2 Addressing Discrepancies

When user expectations conĆict with the robotŠs
reasoning, the explanation identity should rec-
oncile these discrepancies. For instance: A de-

livery robot in a crowded office takes a longer

route. User may ask: ŞWhy didnŠt you take
the shorter path?" The robot would explain: ŞI
avoided the shorter path because sensors de-
tected potential obstacles, which could delay
the delivery. Taking the longer route ensures
timely and safe delivery."

4 Challenges and Future Di-
rections

Real-Time User Modeling: Developing algo-
rithms that infer user beliefs, goals, and emo-
tions in real time is a signiĄcant challenge. Ad-
vances in user modeling and natural language
processing will be vital to addressing this.
Balancing Transparency and Cognitive Load:
Explanations must balance transparency and
simplicity. Overly detailed explanations can
overwhelm users, while excessively simplistic
ones risk omitting critical information.
Ethical Considerations: Should robots adapt
explanations to align with user biases, or
should they challenge them? Addressing this
question requires careful consideration of the
ethical implications of explanation identity.
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Abstract

This paper introduces User-VLM, a novel
approach for constructing VLMs through
LLM contextualization with multimodal
pre-trained user models. The proposed
model is not merely beneĄcial but essen-
tial for effective human-robot interactions
that inherently require multimodal under-
standingŮthe ability to perceive, interpret,
and respond to human visual cues, ges-
tures, and verbal communication simulta-
neously. While the User-VLM model shows
promise in various applications, it must
be embedded within broader frameworks
incorporating comprehensive safeguards to
address various challenges crucial for gen-
erating safe and ethically sound personal-
ized responses.

Ensuring a safe and intuitive interaction be-
tween humans and robots requires AI systems
that dynamically perceive and adapt to individ-
ual needs, behaviors, and preferences. This
adaptability is crucial, as it enables robots to
navigate complex social dynamics and estab-
lish meaningful connections that respect hu-
man cognitive and emotional boundaries [1, 2].
Such capabilities are particularly important in
sensitive domains like healthcare and educa-
tion, where tailored responses enhance both
user safety and engagement [3, 4]. User model-
ing, which encompasses methodologies for cap-
turing and representing user features and per-

sonal characteristics, serves as a fundamen-
tal component in creating these adaptive sys-
tems [5].

Large Language Models (LLMs) research
has demonstrated signiĄcant success across
a spectrum of downstream tasks in recent
years [6]. The better contextualization of LLMs
with user models has sparked signiĄcant ef-
forts for improved human-robot interactions.
While approaches like User-LLM [7] demon-
strate promising directions for scalable and
privacy-preserving personalized AI systems by
integrating user embeddings with generative
language models, their applications remain lim-
ited in social robotics contexts, where inter-
actions inherently require multimodal under-
standing - the ability to perceive, interpret, and
respond to human visual cues, gestures, and
verbal communication simultaneously [8]. This
limitation highlights a crucial gap in current
user modeling approaches for social robotics
applications, where multimodal adaptation is
not merely beneĄcial but essential for natural
and effective human-robot interaction.

This paper leverages Multimodal Pre-trained
Models [9], such as FaRL (Facial Representation
Learning) [10], and proposes a novel method for
LLM contextualization, as shown in Figure 1,
enabling a richer understanding of user char-
acteristics by incorporating both visual and tex-
tual dimensions into the language modelŠs con-
text processing.
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Figure 1: Proposed Architecture for User-VLM

1 Methods

As shown in Figure 1, the process operates on
a dataset D = {{(Ik, Tk, Qk,i, Ak,i)}Ni=1}Mk=1 com-
prising N paired instances of questions and an-
swers for M paired instances of visual and tex-
tual proĄles, where each question Qk,i ∈ R

dQ×N ,
answer Ak,i ∈ R

dA×N , image Ik ∈ R
dI×M , and

text Tk ∈ R
dT×M are represented as sequences

of tokens. The indices N and M denote the se-
quential lengths of question-answers pairs and
image-text user proĄles respectively, while dQ,
dA, dI , and dT represent their corresponding
feature dimensions. The proposed model is
an adaptation of the LLava model [11], con-
sisting of an encoder transformer and an LLM
for general-purpose visual and language under-
standing. The encoder transformer E is a mul-
timodal pre-trained user model that encodes
user proĄles- images Ik and text Tk- into a user
representation Uk ∈ R

dU . The LLM is a de-
coder transformer that generates text tokens
y = {y1, y2, . . . , yL} based on the question Qi ∈
R

dQ and the user vector Uk produced by the en-
coder, where L is the length of the generated
sequence.

1.1 Multimodal Pre-trained User
Model

As shown in Figure 1, given a user entry U =
(I, T ), the Multimodal Pre-trained User Model
employs two primary encoder functions: an
image encoder EI : R

dI×N → R
dz×N and a

text encoder ET : R
dT×M → R

dz×M , where
dz denotes the hidden dimension. These
Transformer-based encoders process their re-
spective modalities to produce sequences of fea-
ture vectors EI(I) = {f I

1 , f
I
2 , . . . , f

I
N} and ET (T ) =

{fT
1 , fT

2 , . . . , fT
M}. The image vector (f I ) and

text vector (fT ) are concatenated to form fU =[
f I ; fT

]
with a dimension of 2× z. This concate-

nated vector is processed through a projection
head P : Rd2×z → R

dh , implemented as a multi-
layer perceptron, which maps fU into the lan-
guage embedding space. SpeciĄcally, a train-
able projection matrix W is applied to transform
fU into the user embedding vector Hu, with the
same dimensionality as the word embedding
space in the language model: Hu = W · fU .

1.2 Large Language Model

For the LLM, we consider selecting the Llama
model ξφ(·) parameterized by ϕ, whose check-
points are publicly available and has widely
adopted in Llava-based architectures for its per-
formance and generalizability [12]. We utilize
this model and consider the grid features be-
fore and after the last transformer layer. In this
regard, we simply consider a linear layer that
connects user features Hu into the text embed-
ding space Hq forming the input for the LLM to
carry out subsequent predictions. Given the in-
put question Q and answer A, a word embed-
ding matrix is used to map them to contextual
embeddings Hq and Ha, and the distribution

over H
(i+1)
a can be obtained following the auto-

regressive model as:

(1)
pθ

(
H(i+1)

a | Hu, Hq, H
(1:i)
a

)

= σ
(
ξ(Hv, Hq, H

(1:i)
a )

)
,
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where θ represents all the trainable parameters
in the LLM, σ(·) is a softmax function, and ξ(·)
outputs the logits (before applying softmax) over
the vocabulary for the last position of the se-
quence. We denote pθ as the prediction prob-

ability for the anticipated answer token H
(i+1)
a

at the position i + 1, conditioned on the input
user token embeddings Hu, the question token
embeddings Hq, and the previous answer to-

ken embeddings H
(1:i)
a . The logits are passed

through σ(·) to compute the probability distri-
bution over all tokens in the vocabulary, and the
most probable token is typically selected using
argmax.

2 Discussion

During both the training and post-deployment
phases of User-VLM, a range of challenges arise
that are pivotal to address, given the profound
impact of user modeling on the dynamics of hu-
man interaction with social robotics.

2.1 Technical Challenges

The preparation of data for training user-
adaptive language models is a nuanced and
critical process, as the dataset must embody
diversity and impartiality to ensure balanced,
inclusive, and non-discriminatory question-
answering capabilities across a wide range of
user demographics [13]. Equally challenging
is the determination of optimal parameteriza-
tion and Ąne-tuning strategies for multimodal
pre-trained user models, which necessitates
systematic experimentation [14]. The interde-
pendence of these strategies on the underlying
datasets further complicates this endeavor and
warrants thorough investigation [15]. Finally,
the evaluation of these models introduces criti-
cal challenges, as traditional performance met-
rics alone are insufficient. Instead, comprehen-
sive benchmarks must also assess the models
from clinical and psychological perspectives to

ensure robust and ethically sound user adap-
tations [16].

2.2 Ethical Issues

Post-deployment, several ethical considerations
remain critical in the application of the pro-
posed User-VLM [17]. A key concern is ensur-
ing that personalized responses are provided
only when the model has reliably aligned its as-
sumed user proĄle with the actual characteris-
tics of the user and obtained explicit consent to
tailor responses accordingly. The utility of the
proposed model is contingent upon strict adher-
ence to these principles. We contend, however,
that the User-VLM, in its current form, cannot
inherently address all ethical challenges asso-
ciated with user modeling and personalized in-
teractions. Nonetheless, we propose that this
model can serve as a foundational component
within broader frameworks that integrate com-
prehensive ethical safeguards [18].

3 Conclusion

This paper proposes User-VLM, a novel ap-
proach for forming VLMs through LLM contex-
tualization with multimodal pre-trained user
models. The integration of multimodal user
models with LLMs presents both technical and
ethical challenges that are crucial to address.
Preparing diverse and inclusive datasets, opti-
mizing parameterization strategies, and ensur-
ing ethical considerations such as user consent
and alignment are pivotal. While the User-VLM
model shows promise, it must be embedded
within broader frameworks that include com-
prehensive ethical safeguards to generate ethi-
cally sound personalized responses.
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Abstract

Recent works have shown that making
autonomous agents aware of humansŠ ten-
dency to make biased decisions in risky set-
tings can promote more effective and trust-
worthy interactions. It follows that a robot
endowed with a Theory of Mind (ToM) that
reasons over varying presentations of risk-
sensitivity (RS) can help them dynamically
adapt to different types of humans. We refer
to this as a Risk-Sensitive Theory of Mind
(RS-ToM). However, it is helpful to charac-
terize what happens when an RS-ToM fails
given that inference is a challenging prob-
lem. Results from simulated and human
studies show that an incorrect RS-ToM can
lead to harsh degradation of performance
and trustworthiness. Therefore, this work
motivates the use of meta-strategies that
can plan and compensate for a possibly im-
perfect RS-ToM such that the full beneĄt of
this approach is realized.

Introduction

We refer to the ability to track mental states of
others as having a Theory of Mind (ToM) [1].
This enables people of different types to jointly
plan for problems in a reliable way. In the
context of human-robot interaction, inaccura-
cies in the robotŠs ToM impedes the robotŠs abil-
ity to coordinate in sequential decision tasks
[5]. One common source of such inaccuracies

stems from assuming that humans are ratio-
nal decision-makers, which is invalid when they
are subject to cognitive bias [8]. Knowing this,
there is an opportunity to improve the robotŠs
ToM by reasoning about and describing these
biases. SpeciĄcally, we investigate bias relating
to risk-sensitivity (RS) [8]. This bias allows us
to leverage models of RS for trust due to its con-
nection to risk; there is no opportunity to trust
without perceptions of risk [7].

Agents endowed with understanding of hu-
man risk preferences are able to coordinate
more effectively [2] and promote greater trust
[3]. We refer to the ability to reason about many
types of RS as having an Risk-Sensitive The-
ory of Mind (RS-ToM). However, personalization
like this can lead to possible misspeciĄcation of
RS. Therefore, this study (full paper available in
[6]) aims to characterize what happens to team
performance and trust when an RS-ToM fails to
model human bias.

Our Approach to RS-ToM

This section will detail our approach to gener-
ating policies to describe humans with an ar-
bitrary RS by integrating Cumulative Prospect
Theory (CPT) [8] into a multi-agent reinforce-
ment learning framework. Key to our approach,
we train over a space CPT parameters presump-
tions to generate personalized policies without
the need for a human data prior.

140



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

Given that we stochastically transition to the
next state s′ according to probabilities P(s′ | s, a)
when taking action a in state s, we can gen-
eralize the standard approach to temporal dif-
ference learning to update the quality function
Q(s, a) with a TD-target τ deĄned over expected
value over all possible next states S′ instead
of relying on the observed transition. The ex-
pected Q-update can then be written as

Q(s, a)← Q(s, a) + α
(
τ −Q(s, a)

)
(1)

where V (s′i | π) is equivalent to Q(s′i, a
′) given we

follow policy π, α is the learning rate, and γ is
the discounting rate. With this, we can express
the TD-target as the random variable {τi, pi} ∈ τ

where we have a pi = P(s′i | s, a) chance of ob-
serving TD-target τi = r(s, a) + γV (s′i | π) at
each timestep. We refer to τ as the TD-target
prospects which is then compliant with apply-
ing CPT ρcpt(τ ) to calculate the risk-sensitive ex-
pectation of state-action value (i.e. CPT-value).
Thus, depending on parameterization of ρcpt(·),
we can express the risk-sensitive update as:

Qcpt(s, a)← Qcpt(s, a)+α
(
ρcpt(τ )−Qcpt(s, a)

)
(2)

We can easily extend this approach to multi-
agent settings by treating s as the joint-state,
a as the joint-action, and solving for the joint-
policy π using the level-k quantal response
equilibrium solution over the current Qcpt(s, a).

Experiments

To study consequences of a misaligned RS-ToM,
we employ a 2 × 2 study where the robot either
correctly or incorrectly models human RS (fac-
tor 1) and the human is either risk-seeking or
risk-averse (factor 2). This study allows us to
also investigate how trust calibrates differently
for humans of different RS. Both simulated and
human trials were conducted to investigate RS-
ToM alignment in terms of team performance
and trust. A total of N = 38 participants were
used for this analysis where each played a se-
ries of seven risky joint-pursuit games.

Robotic RS-ToM Alignment: Two robotic
policies were Ąrst trained offline to robustly re-
spond to a space of risk-averse or risk-seeking
partners. These policies were then correctly
(e.g., robot assumes risk-averse; human is risk-
averse) or incorrectly (e.g., robot assumes risk-
seeking; human is risk-averse) matched with
human RS to elicit the desired conditions.

Conditioning Human Risk-Sensitivity: In
order to correctly or incorrectly align a RS-ToM,
we need a ground-truth for the humanŠs RS.
While this is trivial in simulation, we are not af-
forded access to this with real humans. There-
fore, we apply a manipulation to emulate hu-
man RS by informing them of prospect dynam-
ics that align with the desired condition: in-
formed of high chance to get a large penalty
(conditions risk-averse) or a low chance of get-
ting a small penalty (conditions risk-seeking).
Due to poor adherence to this conditioning, N =
8 subjects were excluded.

Results: Relative to a correct RS-ToM, an
incorrect RS-ToM signiĄcantly decreased team
performance in terms of reward and success-
ful task completions in both simulated and hu-
man trials. Next, we evaluate the features that
humans can use to calibrate their trust in the
robot, where additional description of the cor-
respondence between italicized words and trust
can be found in [4]. The previous performance
results were also used to support that an incor-
rect RS-ToM would damage perceptions of the
robotŠs Şability to achieve [human] goals" and
degrade trust in terms of performance informa-

tion. Similarly, all experiments showed consis-
tent results for observations of damaging pro-

cess information which describes the Şdegree to
which the [robot]Šs algorithms are appropriate
for the situation and able to achieve the oper-
atorŠs goal." This was supported by signiĄcant
increases in the duration of games (increased
effort ) and decreased predictability of the hu-
man (decreased dependability). Additionally,
the number of risks taken by the team in-
creased when paired with a risk-averse human
and decreased with a risk-seeking human. This
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implies that there was adaptation against hu-
man risk preferences which would likely not be
viewed as appropriate. In simulated trials, we
are afforded access to the humanŠs model of the
robot. With an incorrect RS-ToM, the robotŠs ac-
tions were more surprising under the humanŠs
biased perspective. This implies degrading per-
ceptions of predictability and understandability.
With real humans, we can directly query the
humanŠs perception of trustworthiness of the
robot using a survey. Results showed that an
incorrect RS-ToM generated lower mean trust-
worthiness and degraded trust over time.

Conclusion and Discussion

Previous works have showed that a robotic
agent that is aware of human RS can improve
coordination [2] and perceptions of trust rela-
tive to rationality assumptions [3]. This moti-
vates the use of more sophisticated ToM mecha-
nisms like modeling human RS to promote more
efficient and trustworthy teams. However, the
consistent results of our study show that incor-
rect inference of RS can also lead to negative
outcomes for team performance and trust. As
a consequence, this calls for planning for pos-
sible failure in the RS-ToM in order to realize
the full beneĄt of methods like this. To address
this, future work will consider planning for un-
certainty in an RS-ToM to proactively avoid trust
violations from possibly acting under an incor-
rect model of human RS. Alternatively, should
failure occur anyway, we plan to employ trust
repair strategies by leveraging the RS-ToM as a
mechanism for explaining why damaging out-
comes occurred. We believe effective integra-
tion of a RS-ToM realize great beneĄt in human-
robot interaction given that we appropriately
situate it in contexts where our model of the hu-
man may not be perfect.
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Abstract

Knowing othersŠ intentions and taking
othersŠ perspectives are two core compo-
nents of human intelligence that are re-
garded as instantiations of theory-of-mind.
InĄltrating machines with these abilities
is an important step towards building
human-level artiĄcial intelligence. To in-
vestigate intentionality understanding and
level-2 perspective-taking in Vision Lan-
guage Models (VLMs), we evaluate state-
of-the-art VLMs through the IntentBench
and PerspectBench, which contain more
than 300 cognitive experiments grounded
in real-world scenarios and classic cognitive
tasks. Our experiments show that VLMs
achieve high performance in intentional-
ity understanding, but perform worse in
level-2 perspective taking. Moreover, their
perspective-taking capability does not im-
prove as the models scale up. This suggests
a potential dissociation between simulation
and theory-based theory-of-mind abilities
in VLMs, highlighting the concern that they
lack model-based reasoning to infer othersŠ
mental states.

Introduction

Intentionality is the capacity of the mind to
be directed toward, represent, or stand for ob-
jects, properties, or states of affairs for fur-
ther actions [3]. To say one could under-
stand intentionality is to say one can compre-
hend the mental content for action in another
mind [32, 33]. This capacity has been seen
as a key distinction between humans and ma-
chines [34]. Despite evidence that large lan-
guage and vision-language models (LLMs and
VLMs) exhibit theory-of-mind (ToM) abilities[20,
38, 36], there is debate about whether these
abilities require internal, simulation-based rea-
soning or emerge solely from abstract theoreti-
cal inference[32, 8].

We believe an important approach to this
inquiry is to examine the extent to which
different ToM abilities necessitate model-
based reasoning[16, 27, 39, 12]. SpeciĄcally,
We distinguish between simulation-based
ToMŮwhich involves constructing an internal
model of self-other relations to infer mental
statesŮand theory-based ToM, which relies
on applying theoretical knowledge about the
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relationship between mental states and be-
havior. [14, 10, 35]. If VLMs do not possess
model-based reasoning, it would suggest that
they rely solely on theory-based reasoning,
lacking the capacity for mental simulation.

We test this critical prediction by assessing
VLMsŠ ability to perform intentionality under-
standing and level-2 perspective-taking. ToM
is commonly understood to be grounded in
perspective-taking, a series of multi-level abil-
ities that involves the cognitively undertak-
ing of the perspective of another [6]. Level-1
perspective-taking refers to the acknowledge-
ment that different people can see different
things, whereas level-2 perspective-taking in-
volves the understanding of how another per-
son may see the same thing differently. While
level-1 perspective-taking emerges in humans
as early as 2 years old, much older children
are found to struggle with level-2 perspective-
taking [30, 28]. This is likely because, de-
spite its relatively low level in the perspective-
taking hierarchy, this ability requires model-
based reasoning, exempliĄed in the visual do-
main as inferences based on mental rotation
[22, 15]. On the other hand, while intentional-
ity understanding involves high-level cognition
and abstract reasoning, it is unclear whether
this complex ability necessitates mental simu-
lations [19, 7].

Recently, Li et al. built CogDevelop2K[24], a
data-intensive cognitive experiment benchmark
for assessing the developmental trajectory of
machine intelligence. Here, we leverage the In-
tentBench and PerspectBench of CogDevelop2K
to investigate perspective-taking and intention-
ality understanding in current VLMs.

Methods

Dataset

PerspectBench consists of 32 multi-image and
209 single-image experiments based on classic
cognitive tasks. IntentBench consists of 100

Figure 1: Examples and Model Performances in
IntentBench(left) and PerspectBench(right)

single-image experiments based on real-world
ambiguous social scenarios.

Cognitive Experiments

The Three Mountain Task, Ąrst invented by
Jean Piaget, is widely used in developmental
psychology laboratories as the gold standard
for testing level-1 and level-2 perspective-taking
abilities in children [31, 18, 9, 21]. In a stan-
dard Three Mountain Task assessment, a child
is instructed to position themselves in front of a
model, with another individual taking a differ-
ent viewpoint. The model features three moun-
tains that vary in size and are distinguished
by unique characteristics. The child is then
tested whether they can infer speciĄc details
of the scenarios seen by the other person. To
test level-2 perspective-taking in VLMs, we de-
velop the Three Mountain task into formats that
are suitable for benchmarks with minimal con-
founding details while preserving real-life spa-
tiality. In particular, we use groups of 3-4
commonly-seen beverage cans organized into
different spatial patterns to mimic the moun-
tain model. Like in the original task, we use
a doll placed to face the organization from dif-
ferent angles as the object of perspective-taking
(Fig. 1).

Developmental studies of intentionality un-
derstanding often employ cartoon stimuli gen-
erated by physics simulation engines[26, 37].
However, such tasks are criticized for lacking
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Model Intentionality Understanding

Model Perspective Taking

Human Intentionality Understanding

Human Perspective Taking

Figure 2: Model Performance on IntentBench
and PerspectBench Compared to Human Base-
lines

Figure 3: Model Performance Over Size

realism and limited practical applications[13].
Drawing inspiration from COIG-CQIA and its
Ruozhiba dataset, many real-world ambiguous
scenarios are incorporated into IntentBench for
explicitly testing intentionality understanding
in ethological conditions [5].

Model Selection and Experiment

We have aligned 35 models for our analysis,
including both closed-source models such as
GPT [29] series and open-source models includ-
ing Slime[40], Pixtral[2], LLaVA[25], Mantis[17],
Phi-3[1], InternVL[11], Blip [23] and Qwen-vl [4]
series. To ensure a fair comparison, all VLMs
are evaluated on their ability to reason over im-
ages and texts under a zero-shot, open-ended
generation task.

Results and Discussions

We Ąnd a clear dissociation between the model
performance on intentionality understanding
and level-2 perspective-taking. SpeciĄcally, all
assessed models perform better on IntentBench
compared to PerspectBench (Fig. 2). While
some of the highest-performing models on In-
tentBench (e.g. GPT-4o) reach near-human
performance in intentionality understanding,
they still perform poorly in level-2 perspective-
taking. Even more strikingly, model perfor-
mance on IntentBench exhibits a positive linear
correlation with model size, whereas model per-
formance on PerspectBench does not improve
alongside model size (Fig. 3).

Taken together, these results demonstrate
that current VLMs are able to infer the in-
tentions behind othersŠ actions without being
capable of level-2 perspective-taking. On one
hand, this supports the hypothesis that in-
tentionality understanding does not necessar-
ily require the mental simulations of others but
could be based entirely on knowledge-based
reasoning. On the other hand, it raises the con-
cern that VLMs do not possess internal mod-
els for reasoning or at least cannot use them
to take othersŠ perspectives. This is especially
salient given level-2 perspective-taking perfor-
mance does not improve with scale while in-
tentionality understanding performance does.
Further studies are needed to explore these
ideas, which appear to be critical for under-
standing the nature of ToM abilities and their
artiĄcial implementations.
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Abstract

A preliminary evaluation of ChatGPT-4o
in modiĄed False Belief Tasks for safety-
critical contexts indicates weaknesses in
Theory of Mind reasoning. We explore
the implications for Large Language Model-
enabled human-machine collaboration in
such environments.

Introduction

Theory of Mind (ToM), the cognitive capacity to
attribute internal mental states (such as knowl-
edge and beliefs) to oneŠs self and others [19],
is essential for efficient coordination and team-
work. It allows teammates to understand and
anticipate each otherŠs mental states, enabling
adaptive responses when these diverge. False
Belief Tasks (FBTs), such as the Sally-Anne

[4] or Smarties tasks [18, 9], are paradigmatic
tasks for testing the development of different or-
ders of ToM in humans. Research on ToM has
been extended to aspects of AI as well [7, 1].
Recent studies have explored whether ToM can
emerge in Large Language Models (LLMs) and
text-based FBTs have been used, among oth-
ers, to evaluate LLM performance. Kosinski
suggests that LLMs may develop ToM-like abil-
ities as a by-product of their language skills
[12]; Ullman raises questions on the robustness
of such results, as minor perturbations of the

tasks seem to expose limitations in ToM abili-
ties [22]; others argue for a nuanced perspec-
tive, emphasizing the role of instruction-tuning
in LLM performance [24] or suggesting that fail-
ures may stem from a hyper-conservative ap-
proach towards committing to conclusions [21].
The variability in results has ignited a debate
that extends beyond benchmarking, touching
on the criteria for evaluating ToM in AI and
the methodological appropriateness of certain
tasks for ToM testing.

Besides the Śin-vitroŠ implications of ToM eval-
uations of LLMs, these studies are signiĄcant
for practical applications of human-agent col-
laboration too [14]. Agents, such as robots, col-
laborating with humans in joint tasks, should
have an accurate formal representation of the
task, their role and that of their teammates
to truly augment humans as partners and not
mere tools [23, 6]. Theory of Mind contributes
to better coordination, task performance, per-
ceptions of trustworthiness and explainability
in such hybrid teams [15, 16, 8]. However,
agents should also be able to communicate
their perspectives and LLMs are increasingly
seen as a promising interaction layer between
humans and AI agents, due to the beneĄts of
using natural language and text- or speech-
based modalities [3]. But if ToM facilitates col-
laboration and LLMs underlie the architecture
of such agents, the question arises: can LLMs
be reliably deployed when tasks require robust
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ToM reasoning? This is especially pressing for
safety-critical domains (e.g., defense or search-
and-rescue) where robotic agents increasingly
contribute to dangerous or morally sensitive
tasks [13].

Addressing this question is part of a broader
project to (a) understand how to improve the
design of such agents for tasks relying on men-
tal state attribution, (b) develop collaborative
human-machine testbeds in which humans
conduct joint tasks with robots via LLM-en-
abled interaction. As a Ąrst step, we investigate
the robustness of an LLMŠs ToM performance in
bespoke variants of FBTs, tailored to a safety-
critical context. We outline the method and pre-
liminary results, and discuss the implications
of LLM deployment in collaborative settings.

Method

Using the structure of unexpected contents
tasks (UCTs) and unexpected transfer tasks
(UTTs), we developed variant FBTs tailor-made
for a safety-critical domain, so they can be later
embedded in a human-machine teaming pa-

trolling testbed. To examine an LLMŠs capa-
bility to track the mental states of the protag-
onists, rather than merely replicating norma-
tive responses from training data, the task vi-
gnettes included true belief controls, adjust-
ments to perceptual access, and changes in the
subject of attribution (similar to [22]). This re-
sulted in six distinct vignettes: 1. plain patrol
UCT, 2. uninformative label patrol UCT, 3. plain
patrol UTT, 4. transparent access patrol UTT,
5. additional person patrol UTT, 6. relationship
change patrol UTT.

For each vignette, we developed different
prompt types: (i) a content prompt targeting the
LLMŠs understanding of the ŚonticŠ situation,
(ii) a belief prompt (type A) targeting the LLMŠs
attribution of belief to a protagonist, (iii) a
belief prompt (type B) for the same purpose
but with rephrased wording, to better inspect
consistency across completions. Each of these

prompts was followed by a commitment prompt

to gauge the LLMŠs certainty and willingness
to conĄrm its earlier response. The aim of
this design was to gather insights into the
potentially conservative approach to commit-
ment while mirroring the highly standardized
communication protocols in safety-critical do-
mains, where action is warranted only following
conĄrmation. Thus, each vignette gave rise to a
total of six prompts, paired as follows: content
& commitment; belief A & commitment; belief
B & commitment.

For each task, we posed ChatGPT-4o [17] with
each prompt (July 2024), in a total of 20 itera-
tions, resulting in 720 completions (6 tasks × 6
prompts × 20 iterations). The particular choice
of LLM was due to promising results of previ-
ous studies and the fact that an implementation
of ChatGPT4o-enabled human-robot collabora-
tion has been realized in a parallel study, which
this study is intended to inform. The LLM could
make use of its memory (prompt and own com-
pletion) within each prompt pair, but not across
different prompt pairs and iterations. As per
[12, 22], we investigated the probabilities of dif-
ferent completions, generated by running the it-
erations with temperature set to 1. Each com-
pletion was scored as correct, incorrect, or un-

determined by a human experimenter. The un-
determined category was introduced for cases
lacking a unique correct or incorrect response
or cases of vague responses (e.g., ŞroomŤ in-
stead of ŞboxŤ or ŞbagŤ). We chose open-ended
prompts over closed questions to understand
the justiĄcation behind each completion. This
allowed for qualitative analyses of recurring
patterns and key themes per task and prompt
type, informing reĄned task designs and future
studies on robust ToM reasoning in AI agents.

Results

Figures 1 and 2 give an overview of the re-
sults. For example, for the Śplain patrol UTTŠ,
which mirrors the UTT structure with different
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protagonists, objects, and locations, the LLM
showed optimal performance. Yet in variations
like the Śadditional person patrol UTTŠ, the LLM
frequently conĆated the mental states of the two
protagonists and reported the beliefs of the pro-
tagonist targeted by the ŚconventionalŠ UTT. Jus-
tiĄcations were often inconsistent (even when
the initial response was correct), revealing de-
Ąciencies in belief tracking and commonsense
spatial-temporal reasoning. The analyses high-
lighted a hyper-conservative tendency, as the
LLM often apologized unnecessarily and Ćipped
its responses in commitment prompts, regard-
less of its prior justiĄcation.

Figure 1: Probabilities of correct (C), incorrect
(I), and undetermined (U) completions per task
and per prompt.

Figure 2: Scatterplot of score (average across all
prompts) by response for each task.

Discussion

Despite many promising Ąndings, this study
suggests that minor tweaks in FBTs lead to
suboptimal performance in tracking protago-
nistsŠ beliefs, aligning with [20] and [22], and
revealing a tendency to retract responses when
asked to commit to conclusions [21]. ChatGPT-
4o appears unreliable for tasks requiring ToM

reasoning, especially so when outcomes have
consequences for morally complex, high-risk
decisions. However, future versions or other
LLMs may well succeed in these tasks and
instruction-tuning could enhance performance
[24]. This study can be extended to benchmark-
ing of different LLMs, also against human per-
formance, and examinations of more tasks and
ToM orders.

Equally interesting are the implications for
the broader project of embedding LLMs in
multi-agent collaborative settings [14]. This is a
Ąrst step in developing a task suite speciĄcally
targeting ToM reasoning in environments with
partial observability and high stakes, where the
threshold of success is set higher and practi-
cal applications more likely. Next, this can be
used to demarcate applications for which LLMs
could be reliably deployed to both harvest their
beneĄts as an interaction medium in natural
language and mitigate the clear risks when in-
terfering with a systemŠs reasoning and plan-
ning, for which logic-based [25] or Bayesian
[2] approaches might be more robust. This
can subsequently guide the design of intelli-
gent systems, of which LLMs are just one mod-
ule and inform decisions on how this module
interfaces with those responsible for percep-
tion (observe), reasoning (orient), planning (de-
cide), and execution (act). For example, the LLM
could be augmented by the explicit representa-
tion of commonsense knowledge about the envi-
ronment (e.g., in the form of a knowledge graph
[11]), mitigating hallucination risks when re-
porting to human teammates, while dynamic
epistemic logic formalisms could be deployed
for more effective, faithful, and robust reason-
ing and planning irrespective of ToM order and
task domain [10, 5]. Ultimately, deĄning the ar-
chitecture of such systems can contribute to a
hybrid teaming testbed in which human partic-
ipants collaborate with (simulated) robotic sys-
tems, allowing us to further study team perfor-
mance, perceptions of ToM, and factors like col-
laboration Ćuency and trust.
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Abstract

This paper investigates how perspective-
taking shapes the formation and valida-
tion of normative expectations. It ex-
plores how adopting different viewpoints
inĆuences an agentŠs association of sanc-
tions and behavior, altering the inĆuence of
norms. Further, it examines the strategic
use of perspective-taking in norm negotia-
tion and maintenance, from which we dis-
cuss a pathway to implementation within
the Expectation Event Calculus.

Introduction

Perspective-taking is a fundamental skill that
involves reasoning about the mental states of
others [6]. The value of perspective-taking man-
ifests in various ways, primarily through its ca-
pacity to reveal an interaction partnerŠs under-
lying interests, beliefs, knowledge, and motives.
This paper explores perspective-takingŠs role in
normative settings and how adopting different
viewpoints inĆuences social norms, chieĆy the
causal relationship between sanctions and be-
havior to reaffirm acceptable or expected behav-
ior within a given context. The paper discusses
how individually perceived yet mutually shared
expectations are implicitly negotiated and up-
held within social groups and discusses a path-
way to unlocking this capability for the Expec-
tation Event Calculus (EEC) [7].

Social Norms

Norms are powerful constructs for regulating
behavior, emerging from shared beliefs and
maintained by perceived compliance or en-
forcement. BicchieriŠs [4] conceptualization of
norms introduces social expectations that de-
Ąne and distinguish descriptive norms from so-
cial norms. Descriptive norms are deĄned as a
pattern of behavior that an individual prefers to
engage in, conditional upon empirical expecta-
tions, an expectation about othersŠ behavior (ŞI
expect they will do...Ť). Social norms are condi-
tional on empirical expectations and normative
expectations, a belief about what others expect
them to do (ŞI believe they think others ought
to do...Ť); a second-order prescriptive or pro-
scriptive belief. Both types of norms are neces-
sarily underpinned by conditional, interdepen-
dent, and self-fulĄlling expectations, able to de-
scribe behaviors like fashion trends (or other
forms of imitation) as descriptive norms and
patterns of behavior like queuing or more com-
plex social phenomena such as trust and reci-
procity (social norms).

Expectation Formation

While empirical expectations can be formed
passively through observation, normative ex-
pectations are second-order beliefs that cannot
be directly observed. Often, we: (1) Assume a
normative expectation exists if the supporting
empirical expectations are stable [5, p.136]; a

154



Proc. of Int. Workshop on Advancing AI Through Theory of Mind, 2025

perceived normative expectation emerging from
the regularities of behavior. (2) Infer a nor-
mative expectation from behaviors that enforce
a perceived norm (sanctions). (3) Receive di-
rect and explicit communication through signs
or conversation: Şwhile in place/culture you
shouldnŠt do thisŤ.

Incomplete Reasoning

The methods discussed so far are widespread
but limited as forms of associative norma-
tive expectation formation, failing to establish
causal relationships. This limitation presents
a range of problems in non-trivial interactions.
First is the naive assumption that sanctions sig-
nal a normative expectation. Empirical stud-
ies reveal that many sanctions stem from er-
rors, lagged responses, or blind revenge [15], or
others, as strategic retaliation, dubbed counter-
punishment [14]. In these cases, as well as
those where no sanctions are associated with a
normative expectation [4, p.11], or the norma-
tive expectation emerges from a belief about sta-
ble behavior, how does one discern between the
normative and non-normative, the interdepen-
dent and independent. Further uncertainty is
revealed when outcomes are misperceived, i.e.,
one believes another has cheated, when in fact
they did not, or did, but did not intend to, these
perceptual mistakes [3] and gaps between in-
tentions and actions [1] may lead to costly and
unnecessary punishment. Furthermore, as
agents belong to multiple, often nested groups,
conĆicts between different sets of norms be-
come especially pronounced [20]; how do agents
reconcile multiple accounts of prescribed be-
havior beyond associating the conditions they
perceive they apply? Finally, explicit signals
perceived in the world may be incorrect, biased,
or harbor malintent, enabling agents to be mis-
informed or manipulated. In these instances,
we argue that causal explanations are missing,
which may be derived from the explicit mod-
eling of others and the process of perspective-

taking, offering answers to ŞWhat will happen if
I transgress?Ť and ŞWhy was I sanctioned?Ť

Perspective-Taking

To reconcile the limitations mentioned above,
we propose that normative agents possess the
ability to explicitly model others [12] and uti-
lize said models to take their perspective. This
capability enables agents to move up the lad-
der of causation [16] to derive answers to the
questions of Şwhat-if?Ť and Şwhy?Ť, informing
beliefs and decisions. Agents may accomplish
this by building explicit models of others based
on direct interactions and indirectly received in-
formation, such as hearsay. From their per-
ceptions, they may then utilize their decision-
making framework to simulate the decisions of
others, replacing oneŠs beliefs with what is be-
lieved about the other, whether a learned pref-
erence, shared observation, or learned factors
such as membership to particular organiza-
tions.

For example, perspective-taking allows
agents to build causal relationships between
sanctions and transgressions by attributing
motives to the punisher [8]. Similarly, by
attributing motivation to others and record-
ing a history of perceived events for other
agents, an agent may be better prepared to
handle deceptive or ill-informed agents [17],
informing trustworthiness, reliability, and
reputation. Furthermore, perspective-taking
enables agents to sanction more strategically.
By modeling others, agents can identify when
sanctioning is costly and unnecessary, such as
with individuals who will always transgress:
Şa lost causeŤ. Conversely, they may continue
to sanction a self-interested individual to deter
others from transgressing: Şmaking an exam-
pleŤ. They may also validate their expectations,
resolve inconsistencies, and explore the scope
of their applicability via the combination of
what-if reasoning and perspective-taking; Şin
this new but familiar context (condition), do
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you my expectations still hold?Ť, Şwhat if I
were to do act differently?Ť and Şhow may
others react?Ť. Finally, by modeling others,
agents may also reconcile ŚfalseŠ beliefs held by
themselves or others. Without such models of
others, the decision space for rich normative
interaction is vastly decreased.

Expectation Event Calculus

The Expectation Event Calculus (EEC) [7] is a
logical framework for reasoning about expec-
tations, an extension of the Event Calculus

(EC) [9], a common-sense reasoning tool to rep-
resent dynamic properties of the world; rep-
resented as Ćuents. By building on the core
mechanisms of the EC, the EEC enables queries
about which Ćuents (environmental properties
and beliefs) hold at a given time through rea-
soning over what actions do, what actions
have happened, and what Ćuents are active
given what actions do and what has happened.
Prior work has established a form congruent
with BicchieriŠs account of conditional expec-
tations [18], established mechanisms for what-

if reasoning [19], and recent work has sought
to incorporate the distinction between empiri-
cal and normative expectations [13]. The lat-
ter investigates expectation formation through
observation and the explicit communication of
normative expectations to inĆuence individual
agentsŠ decisions. Limited by passive observa-
tion and explicit signals that agents are pre-
programmed to interpret, this motivates the ad-
dition of enhanced reasoning capabilities for
agents to build explicit logical models of others
based upon their interactions.

Perspective In Practice

We propose that reasoning about actions and
effects should consider not only oneŠs own
beliefs but also the beliefs of others [2],
to establish the EEC as a tool for individ-

ual [10], perspective-based [2] accounts of ex-
pectations and norms. To accomplish this,
agents may construct self-narratives and other-
narratives; beliefs about what another has
perceived. Such an extension may distin-
guish between happens(agenti, α, τ) (own) and
happens(agentj , α, τ) (other) narratives, the for-
mer updated by agentiŠs perception, and the
latter a belief about agentj Šs perception. Dis-
tinguishing narratives in some form enables
agents to apply their reasoning capabilities over
a different set of perceptions to construct be-
liefs and simulate the decisions of another. Uti-
lizing the formalisms of the EC and EEC fur-
ther, we may also represent models of others
as Ćuents. An advantageous property as it per-
mits comparative reasoning, such that agenti
can construct and later compare its models of
agentj at t1 and again at tn. This ability al-
lows agents to detect changes, reason about po-
tential causes, and reconcile discrepancies be-
tween prior beliefs and new perceptions. For in-
stance, if two conditional followers lose contact,
and one later violates a norm upon meeting, an
agent might, instead of punishing immediately,
take their perspective and seek further informa-
tion, i.e., ŞHas their preferences changed?Ť.

Conclusion

The explicit modeling of others within a nor-
mative context presents many opportunities be-
yond what has been discussed here, such as so-
cial self-awareness and reference network con-
struction. Although perspective-taking offers
clear advantages for forming normative expec-
tations and navigating strategic interactions, it
is also a resource-intensive process. Persistent
perspective-taking may be feasible and beneĄ-
cial in dyadic interactions or small populations.
Still, in larger groups and more complex social
settings, perspective-taking may be triggered as
a reĆective [11] and retrospective [16] process
for the correction of misperception [10].
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